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Abstract. A generalization of the Rayleigh quotient iteration has recently been proposed
on the Grassmann manifold. This iteration has been shown to converge locally cubically to
the invariant subspaces of symmetric matrices. The present paper studies global properties
of the iteration mapping. Results are obtained e.g. concerning fixed points, smoothness, and
singularities of the iteration mapping.
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1 Introduction

The Rayleigh quotient iteration (RQI) is a well-known method for computing an eigenvector
of a symmetric matrix. It consists in a shifted inverse iteration that maps y ∈ R

n\{0} to y+

defined by
(A− ρ(y)I)z = y, y+ = µz (1)

where µ is a normalization factor and ρ(y) := (yTAy)/(yT y) is the Rayleigh quotient of A
evaluated at y.

The following p × p block-shift generalization of the RQI method has recently been pro-
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posed in [AMSV02]1. It maps the full-rank n× p matrix Y to Y+ defined by

AZ − Z(Y TY )−1Y TAY = Y, (2a)

Y+ = ZM (2b)

where Z and Y+ are n×p matrices and M is any invertible p×p matrix used for normalization
purposes. This iteration induces an iteration on the set of p-dimensional subspaces of R

n.
That is, the column space of Y+, denoted by span(Y+), only depends on span(Y ). The set of p-
dimensional subspaces of R

n is termed the Grassmann manifold, denoted here by Grass(p, n),
hence the name Grassmann-RQI (GRQI) for the subspace iteration induced by (2).

The RQI method (which has been known for more than half a century, see [Cra51]) was
initially used as a way of improving an initial estimate of an eigenvector. In a series of
papers dedicated to the iteration, Ostrowski [Ost59] showed that the RQI method converges
cubically. This result is local in nature: under generic conditions, if the iteration is started
sufficiently close to an eigenvector, then it converges to the eigenvector, and does so with
cubic rate; see e.g. the proofs in [Par74, Par80] or the calculus-based proof in [Hüp03].

This local convergence result extends to the GRQI method. Locally around the isolated2

p-dimensional invariant subspaces of A, the singularities in (2) can be removed by continuous
extension and the iteration converges with cubic rate; see [AMSV02, Abs03].

It is natural to ask how the iteration performs if it is started from an arbitrary initial
condition. In the scalar case (p = 1), the global behaviour of the iteration is well understood.
A proof due to Parlett and Kahan (see [Par74, Par80]) shows that the sequence of iterates
converges either to an eigenvector or to a periodic orbit of period two. Using dynamical sys-
tems techniques, Batterson and Smillie [BS89] have shown that it converges to an eigenvector
for almost all initial condition.

In contrast to the scalar Rayleigh quotient iteration, the block-shift generalization (2)
involves additional complications due to a loss of well-definedness of the iteration. In the
scalar case, inverse Rayleigh iteration is only well defined as long as the Rayleigh quotient
differs from an eigenvalue of A. This creates a possible singularity for the algorithm which
has to be analyzed. In the matrix case, a new feature enters through the possibility of a
rank drop, even at a regular point. While in the scalar case a rather complete analysis of
the dynamics around such singular points is possible, the matrix case poses further challenges
towards the development of a complete phase portrait analysis. The currently available results
on the global convergence of the Grassmann-RQI are mainly based on numerical experiments.
In [ASVM04], it was shown how the basins of attraction of the invariant subspaces depend on
the distribution of the eigenvalues of A, and numerical convergence to an invariant subspace
was always observed for randomly chosen initial condition.

The objective of the paper is to address these issues by initiating an analytical study of
the singularities of the GRQI algorithm. In Section 2, the two kinds of singularities that may

1After [AMSV02] was published the authors became aware that the iteration had been previously considered
in the PhD thesis [Smi97] and the manuscript [ES99]. Smit [Smi97] gives a proof of cubic convergence that
significantly differs from the one in [AMSV02]. The former relies on the cubic convergence of the classical RQI
while the latter uses a well-chosen coordinate system on the Grassmann manifold.

2Since A is symmetric, its isolated invariant subspaces are those for which the eigenvalues of A restricted
to the invariant subspace are disjoint from the eigenvalues of A restricted to the orthogonal complement of the
invariant subspace; see e.g. [RR02]. These invariant subspaces are called simple in [SS90].
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appear in the GRQI equation (2) are presented. An extended GRQI mapping, defined every-
where on the Grassmann manifold, is proposed in Section 3. The second kind of singularity,
i.e. rank deficiency in Z, is studied in Section 4. Section 5 is concerned with smoothness of
the iteration mapping. Section 6 deals with fixed points, periodic orbits and other global con-
vergence issues. Finally, Section 7 summarizes the main results and presents open questions.

2 Singularities

It is assumed that Y in (2) is full-rank, i.e. Y belongs to the noncompact Stiefel manifold

ST(p, n) := {Y ∈ R
n×p : det(Y TY ) 6= 0}.

We also assume throughout that the computations are done in exact arithmetic.

Two kinds of singularities may occur in the iteration defined by (2). A first kind of
singularity occurs when the equation (2a) does not admit one and only one solution. This
happens if and only if A and the block-shift RA(Y ) := (Y TY )−1Y TAY have at least one
eigenvalue in common. Note that if a singularity of the first kind occurs at Y , then it also
occurs everywhere on the set span−1(span(Y )) = {YM : det(M) 6= 0} containing all the n×p
matrices that have the same column space as Y . Therefore, we say that singularity of the
first kind is a Grassmannian property and we define

ψ := {span(Y ) : Y ∈ ST(p, n) and spec(A) ∩ spec((Y TY )−1Y TAY ) 6= ∅}, (3)

where spec(A) denotes the set of the eigenvalues of A. When span(Y ) /∈ ψ, we denote by
Z(Y ) the unique solution of (2a).

A second kind of singularity occurs if Z is rank-deficient because the next iterate would
not belong to Grass(p, n), but to some Grass(α, n) with α < p. Since Z(YM) = Z(Y )M , it
follows that rank deficiency is also a Grassmannian property. In Section 4, we will prove for
p ∈ {1, 2} that rank-deficiency does not occur outside singularities of the first kind. Moreover,
we will give numerical evidence that this property also holds for p ≥ 3. We thus claim that

RD := {span(Y ) ∈ Grass(p, n)\ψ : Z(Y ) is rank-deficient} (4)

is empty, or in other words:

Conjecture 2.1 (RD = ∅) Let A be a symmetric n × n matrix. Let X be an orthonormal
n× p matrix such that the eigenvalues of XTAX are disjoint from the eigenvalues of A. Let
Z be the solution of

AZ − ZXTAX = X, (5)

which exists and is unique. Then Z is full-rank.

We point out that (5) is a special form of the general Sylvester equation AZ − ZB = C,
whose properties have been analyzed in great detail in the literature [Hea77, dSB81, Wim88].
In particular, sufficient conditions have been given on (A,B,C) for the solution Z to have full
rank. However, these sufficient conditions are not satisfied in (5)—for example, the condition
in [Hea77] that C has rank one obviously does not apply here since X in (5) is orthonormal.
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It is interesting to note that in general, the solution of a Sylvester equation AZ−ZB = C
can be rank deficient, even when A, B and C are full-rank. In particular, if the classical RQI
mapping is applied in parallel to linearly independent vectors, then the outputs may not be
linearly independent, as one of us shows in [Hüp02, Hüp03] with the following example: Let

A =





1
√

2 0√
2 1 1

0 1 0



 ,

with eigenvalues λ1 = −1 and λ2,3 = 3
2 ±

√
5
4 , let C be the 3-by-3 identity matrix and let

B = diag(1, 1, 0) be the diagonal component of CTAC; then AZ − ZB = C has for unique
solution

Z =





−1/2
√

2/2 −
√

2√
2/2 0 1√
2/2 0 1



 ,

which clearly has only rank 2.

Before considering this question of rank-deficiency in more details in Section 4, we now
define an extended GRQI mapping that is also defined on ψ.

3 Extended GRQI mapping

The classical RQI mapping (1) is well defined on Grass(1, n) \ ψ, i.e. the shift must not be
an eigenvalue of A. Extensions of the RQI mapping that are defined on the whole projective
space Grass(1, n) have been proposed in [BS89, PS95]. These extensions coincide with the
RQI mapping or its continuous extension everywhere they exist. In this section, we draw
inspiration from the p = 1 case to derive an extended GRQI mapping. Roughly speaking,
when an eigenvalue of the block shift RA(Y ) := (Y TY )−1Y TAY is equal to an eigenvalue of
A, the extended mapping performs a projection onto the corresponding invariant subspace of
A.

In order to formally define the extended GRQI mapping, we first introduce some notation.
Without loss of generality since A = AT , we work in a coordinate system in which A =
diag(λ1Iµ1

, . . . , λrIµr), λ1 < . . . < λr, with λi occuring with multiplicity µi, µ1 + . . .+µr = n.
Then the canonical vectors ei, i = 1, . . . , n, form an orthonormal basis of eigenvectors of
A. Let Ei denote the full µi-dimensional invariant subspace of A relative to λi, i = 1, . . . , r.
Let St(p, n) denote the compact Stiefel manifold, i.e. the set of orthonormal n × p matrices.
Let S be a p-dimensional subspace of R

n, i.e. an element of Grass(p, n). Denote by PS the
orthogonal projection onto S and let

AS : S → S : y 7→ PSAy

be the compression of A to S. Note that AS is a self-adjoint operator. Let ρ1 < . . . < ρs be
the eigenvalues of AS with multiplicities ν1, . . . , νs, ν1 + . . .+ νs = p and let S1, . . . ,Ss be the
corresponding invariant subspaces, of dimension ν1, . . . , νs, respectively. The ρ’s are called
the Ritz values of (A,S) and the Si’s are the corresponding Ritz spaces. If XTX = I and
span(X) = S, then the Ritz values of (A,S) are the eigenvalues of XTAX, with the same
multiplicity.
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Using these definitions and notation we define an extended GRQI mapping as follows:

Definition 3.1 (FGRQI – extended GRQI mapping) Given A = AT ∈ R
n×n, FGRQI

maps S ∈ Grass(p, n) to S+ ∈ ∪p
α=0Grass(α, n) as follows:

a. Compute the Ritz values ρ1 < . . . < ρs and the corresponding Ritz spaces S1, . . . ,Ss of
(A,S).
b. For i = 1, . . . , s:

S+
i :=

{
(A− ρiI)

−1Si if ρi /∈ spec(A)
PEj

Si if ρi = λj
(6)

where PEj
is the orthogonal projection onto the kernel of (A− λjI).

c. S+ := ⊕s
i=1S+

i .

We now formulate this mapping as a matrix algorithm.

Algorithm 3.2 (extended GRQI) Data: A = AT ∈ R
n×n.

Input: S ∈ Grass(p, n).
Output: S+ ∈ ∪p

α=0Grass(α, n).
a. Pick X̃ ∈ St(p, n) such that span(X̃) = S. Find V ∈ O(p) such that V T X̃TAX̃V =
diag(ρ1, . . . , ρ1, . . . , ρs, . . . , ρs) with ρ1 < . . . < ρs appearing with multiplicity ν1, . . . , νs re-
spectively. Let X := X̃V . Note that V is defined up to post-multiplication by any element of
O(ν1)× . . .×O(νn) and so is X. Decompose X as (X1| . . . |Xs) where Xi has νi columns, and
let xj denote the jth column of X. The xi’s are called Ritz vectors and their corresponding
Ritz values are xT

i Axi in spec(A,S).
b. For i = 1, . . . , s:

Zi :=

{
(A− ρiI)

−1Xi if ρi /∈ spec(A)
PEj

Xi if ρi = λj
(7)

where PEj
is the orthogonal projection onto the kernel of (A− λjI).

c. S+ := span(Z) where Z := (Z1| . . . |Zs).

Comparing Definition 3.1 and Algorithm 3.2, one has Si = span(Xi) and S+
i = span(Zi).

The definition (7) chosen for Zi is justified by the following result, which shows that the
function Zi of the arguments (ρi, Xi) defined in (7) is smooth up to a scaling factor (which
does not modify the span of Zi). This result will also be useful when we study the smoothness
of FGRQI in Theorem 5.1.

Lemma 3.3 Given A = AT ∈ R
n×n with eigenvalues λ1 < . . . < λr and λi occuring with

multiplicity µi, i = 1, . . . , r, let

zρ,x :=

{

(A− ρI)−1x if ρ /∈ spec(A),

PEj
x if ρ = λj

(8)

where PEj
is the orthogonal projection onto the kernel of (A− λjI), and let

z′ρ,x := αρzρ,x (9)

where αρ is a scalar defined by

αρ :=







∏

1≤i≤r(λi − ρ) if ρ /∈ spec(A),
∏

1≤i≤r
i6=j

(λi − ρ) if ρ = λj .
(10)
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Then z′ρ,x is a smooth function of its arguments.

Proof. (Lemma 3.3) Let A = V DV T be an eigenvalue decomposition of A, with D containing
the eigenvalues of A in increasing order. It comes from (8), (9), (10) that for all ρ and all x,

z′ρ,X = V diag(
∏

1≤i≤r
i6=1

(λi − ρ), . . . ,
∏

1≤i≤r
i6=1

(λi − ρ)

︸ ︷︷ ︸

µ1elements

, . . . ,
∏

1≤i≤r
i6=r

(λi − ρ), . . . ,
∏

1≤i≤r
i 6=r

(λi − ρ)

︸ ︷︷ ︸

µrelements

)V Tx,

which is a polynomial (thus smooth) function of (ρ, x). �

Note that if all the eigenvalues of A are simple, then (9) yields z ′ = adj(A− ρI)z, where
adj denotes the adjugate (transposed matrix of cofactors); see [Hüp03, 4.1] for details.

In order to fix ideas, we illustrate on a very simple example how the computation of Z
can be carried out. Let A = [ 3 1

1 3 ] with eigenvalues 2 and 4. Let ρ = 2 + ε with 0 ≤ ε << 1
and let x = [ a

b ]. We have to solve a system in the form

(A− ρI)

[
z1
z2

]

=

[
a
b

]

. (11)

Gauss elimination with row pivoting yields

[
1 1 − ε
0 2ε+ ε2

] [
z1
z2

]

=

[
a

b− a(1 − ε)/(1 + ε)

]

. (12)

If ε 6= 0, the solution is

zε =
1

ε(2 + ε)

[
−(a− b) + ε(a+ 2εb)

a− b+ εb

]

(13)

Now assume ε = 0, i.e. ρi is an eigenvalue of A. Then (12) becomes

[
1 1
0 0

] [
z1
z2

]

=

[
a

b− a

]

.

If a 6= b, then there is no solution. If a = b, then there is an infinite number of solutions.
Following Algorithm 3.2, we compute N (A − ρI) = (1,−1)T

R and z = PN (A−ρI)(a, b)
T =

a−b
2 (1,−1)T := z0. Notice that if x = (a, b)T is close to the eigenvector (1,−1)T , then a−b 6= 0

and the span of zε is close to the span of z0 when ε is small. This illustrates the fact, discussed
e.g. in [PW79], that although zε blows up in a neighbourhood of ε = 0, its direction span(zε)
is well conditioned. This also shows that span(z0) is the continuous extension of span(zε) for
ε→ 0. The continuity of FGRQI will be discussed in Section 5.

4 Rank deficiency

Let ψ be as in (3) and RD as in (4). With the notation of Definition 3.1 and Algorithm 3.2,
let

ψ0 := {span(X̃) : ∃ρi = λj and dim(PEj
Si) < dim(Si)} (14)
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ψ0

ψ ψ

ψ0 = RD0

RD = ∅

RD0

RD = RD0 \ ψ

Figure 1: Left: Relations between the sets ψ, ψ0, RD and RD0 defined as in (3), (14), (4)
and (15), respectively. Right: Same, assuming that RD0 = ψ0.

be the set of all S’s for which the second line of (7) is invoked, and let

RD0 := {S : dim(FGRQI(S)) < p} (15)

be the set of all S’s for which the extended GRQI mapping produces a rank reduction. It
directly comes that ψ0 ⊆ ψ, RD = RD0\ψ and ψ0 ⊆ RD0. The situation is illustrated on the
left-hand side of Figure 1. In the present section we give numerical evidence that RD0 = ψ0

(Conjecture 4.2) and we prove that it holds true for p = 1 and p = 2 (Proposition 4.1). The
situation when RD0 = ψ0 is illustrated on the right-hand side of Figure 1. Obviously from
Figure 1, Conjecture 4.2 (RD0 = ψ0) is stronger than Conjecture 2.1 (RD = ∅).

Note that dim(PEj
Si) < dim(Si) if and only if Si and Ej contain orthogonal vectors, or

equivalently have a principal angle of π
2 , which always happens if dim(Ej) < dim(Si). It is

also worthwhile to note that because they can be written as root sets of polynomials, ψ0 and
RD are thin3 zero-measure subsets of Grass(p, n).

Proposition 4.1 Let ψ0 and RD0 be as in (14) and (15), respectively. If p ∈ {1, 2} then
RD0 = ψ0.

Proof. Since ψ0 ⊆ RD0, it is sufficient to show that RD0 ⊆ ψ0. This is straightforward to
check that this holds when p = 1: The matrix Z computed by Algorithm 3.2 has only one
column, and if it is zero (i.e. rank-deficient) then necessarily ρ(X) is an eigenvalue λi of A
and X is orthogonal to the corresponding invariant subspace Ei.

The property RD ⊆ ψ0 also holds when p = 2, as we now show. Let p = 2 and let X, ρ1,
ρ2 and Z be as in Algorithm 3.2. Three cases have to be considered.
Case I: ρ1 /∈ spec(A) and ρ2 /∈ spec(A). Then Z = [Z1|Z2] verifies

(A− ρ1I)Z1 = X1 (16a)

(A− ρ2I)Z2 = X2. (16b)

Suppose that X ∈ RD0, i.e. Z is rank deficient. Then, since neither Z1 nor Z2 vanishes
(otherwise X1 or X2 would vanish), one has Z2 = µZ1 with µ 6= 0. Left-multiply (16a)

3We say that a subset G of a topological set S is a “generic subset” of S if the interior of G is dense in S.
The complement of a generic subset is called a “thin subset”: its closure has no interior point. Intuitively, a
generic subset G is “robust”: If x does not belong to G, then there are points arbitrarily close to x that belong
to the interior of G. For example, the set of irrational numbers in R is not a generic subset, although it has
full measure.
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and (16b) by (A − ρ2I) and (A − ρ1I), respectively, and use the fact that (A − ρ2I) and
(A− ρ1I) commute to obtain

µ(A− ρ2I)X1 = (A− ρ1I)X2.

Left-multiplying this equation by XT
1 yields ρ1 − ρ2 = 0. Then from (16) one obtains X2 =

µX1, a contradiction because X1 and X2 are linearly independent. Hence, in this Case I,
X /∈ RD0 and the proposition holds.
Case II: One and only one of the ρ’s is an eigenvalue of A. Without loss of generality, assume
ρ1 ∈ spec(A) and ρ2 /∈ spec(A). Two sub-cases have to be considered: Z1 = 0 and Z1 6= 0. In
the first case, X ∈ RD0 and X ∈ ψ0, so the proposition holds. In the second case we show
that X /∈ RD0, so the proposition also holds. Algorithm 3.2 implies that Z1 is an eigenvector
of A with eigenvalue ρ1, i.e. AZ1 = ρ1Z1. Suppose that X ∈ RD0, i.e. Z is rank deficient, i.e.
Z2 = µZ1. Then one has (A− ρ2I)µZ1 = X2, and thus (ρ1 − ρ2)µZ1 = X2. Hence X2 is, like
Z1, an eigenvector of A, and thus ρ2 ∈ spec(A). This is a contradiction.
Case III: Both ρ1 and ρ2 are eigenvalues of A. Then it is direct from the definitions of
Algorithm 3.2, ψ0 and RD0 that if X ∈ RD0 then X ∈ ψ0. �

For the case p ≥ 3, the same result can only be conjectured.

Conjecture 4.2 Let RD0 and ψ0 be defined as in (15) and (14) with notations introduced
in Section 3. Then RD0 = ψ0 holds true for all p.

This conjecture says that Z in Algorithm 3.2 is rank-deficient if and only if there is a loss of
rank in at least one of the operations Zi = PEj

Xi.

We now present a numerical experiment supporting Conjecture 4.2. In order to assess the
“distance to rank-deficiency” of Z, we define a smooth real-valued function aper(Z) measuring
the “aperture” of the columns of Z:

aper(Z) = vol(Ẑ) =

√

det(ẐT Ẑ)

where Ẑ is Z with normalized columns and vol(Ẑ) denotes the volume spanned by the columns
of Ẑ [MBI92]. See [MBI92] for an interpretation of the volume of a matrix in terms of principal
angles. The justification for normalizing the columns of Z comes from the fact that in the
classical RQI the norm of z is ill-conditioned in the neighbourhood of the fixed points while its
direction is well-conditioned [PW79]. Note that Z is rank deficient if and only if aper(Z) = 0
or a column of Z is zero, and aper(Z) = 1 when the columns of Z are orthogonal to each
other. We chose a diagonal matrix A without repeated elements and we computed the value
of aper(Z) for randomly chosen S’s. The results, displayed on Figure 2, show that aper(Z)
is close to zero only when two Ritz values are close to one same eigenvalue of A. In the limit
case where two Ritz values are equal to one same eigenvalue of A, then S belongs to ψ0. This
suggests that if Z computed by Algorithm 3.2 is rank-deficient then S belongs to ψ0.

In conclusion, the result RD0 = ψ0 is proven for p ∈ {1, 2} and suggested by our numerical
experiments for p ≥ 3.

Note that in some low dimensional cases, the set ψ0 reduces to a single point. When
p = 1, n = 3, ψ0 reduces to the one-dimensional subspace spanned by





√
λ3 − λ2

0√
λ2 − λ1



 .
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In the case p = 2, n = 3, ψ0 reduces to the two-dimensional subspace spanned by





0
√
λ3 − λ2

1 0
0

√
λ2 − λ1



 .

This concludes the study of the singularities of the Grassmann-RQI.

5 Smoothness

We now study the smoothness of the mapping FGRQI : S 7→ S+ given in Definition 3.1. If the
mapping is smooth at a point S, then small perturbations on S will produce small perturba-
tions on FGRQI(S); more precisely, there exist c > 0 and ε > 0 such that dist(FGRQI(S), FGRQI(S̃)) ≤
c dist(S, S̃) for all S̃ such that dist(S, S̃) ≤ ε. In the p = 1 case (RQI), the mapping FGRQI is
smooth on Grass(p, n) \ψ0, and it cannot be continuously extended on ψ0 [BS89]. Moreover,
as shown in the previous section, ψ0 = RD0 when p ∈ {1, 2}; see also Conjecture 4.2. For
general p, we have the following result stating that FGRQI is smooth everywhere except at
some specific points.

Theorem 5.1 Let Ŝ ∈ Grass(p, n) be such that Ŝ+ := FGRQI(Ŝ) is p-dimensional, where

FGRQI is the extended Grassmann-RQI mapping defined in Definition 3.1 (in other words, Ŝ
does not belong to RD0). Then FGRQI is continuous in a neighbourhood of Ŝ.

Moreover, let X̂ be orthonormal with span(X̂) = Ŝ and assume that

9



(A1) there is no multiple eigenvalue of X̂TAX̂ that is also an eigenvalue of A.
Then FGRQI is smooth (C∞) in a neighbourhood of Ŝ.

Proof. The principle of the proof is to decompose FGRQI into a succession of continuous,
resp. smooth, operations. A difficulty arises because an extraction of Ritz values is involved
in the way FGRQI removes singularities of the first kind (see Section 2 for singularities). The
extraction of Ritz values cannot in general be defined smoothly unless they are simple, and
this is why we require assumption (A1) to prove smoothness of FGRQI around Ŝ.

In a neighbourhood of Ŝ, the mapping FGRQI can be decomposed into the following
sequence of operations

S 7→ Y := σX̂S 7→ X := Y (Ip + Y TY )−1/2 7→ (x1, . . . , xp, ρ1, . . . , ρq)

7→ (αρ1
zρ1,x1

| . . . |αρqzρq ,xq |Z(xq+1,...,xp)) 7→ S+ := span(αρ1
zρ1,x1

| . . . |αρqzρq ,xq |Z(xq+1,...,xp)).

(17)

In the rest of the proof we define these operations and study their smoothness properties.

In the first operation S 7→ Y , σ denotes the cross section mapping of Grass(p, n) =
ST(p, n)/GLp defined by σW span(Y ) := Y (W TY )−1W TW , see [AMS04]. The operation
S 7→ Y is smooth around Ŝ in view of the definition of the differentiable structure of the
Grassmann manifold; see e.g. [HM94, Section C.4] or [AMS04].

The second operation Y 7→ X is smooth. Observe that the composed operation S 7→ X
smoothly assigns an orthonormal basis X to each subspace S in a neighbourhood of Ŝ.

The third operation is required to satisfy the following conditions: (x1, . . . , xp)(X) is an
orthonormal basis of the span of X and

[(x1, . . . , xp)(X)]T A (x1, . . . , xp)(X) = diag(ρ1(X), . . . , ρq(X), B(X))

where ρ1(X̂), . . . , ρq(X̂) ∈ spec(A) and spec(B(X̂)) ∩ spec(A) = ∅. It is always possible to
make this operation continuous; see, e.g., [Sun90, Section 3.1]. Under assumption (A1), which
guarantees that ρ1(X̂), . . . , ρq(X̂) are all simple, it is even possible to make this operation
smooth around X̂; see, e.g., [Sun90, Theorem 2.1]. The reason for imposing (A1) is that the
presence of multiple values may make it impossible to define the operation smoothly; see the
counter-example in [ACL93, p. 906].

In the fourth operation, αρi
is defined as in (10), zρi,xi

is defined as in (8), and ZY denotes
the solution of AZ −ZY TAY = Y . In view of Lemma 3.3, the fourth operation is smooth in
a neighbourhood of the values corresponding to Ŝ.

Finally the fifth operation is smooth around the values corresponding to Ŝ since Ŝ+ is
assumed to be p-dimensional.

The conclusion comes from the fact that the composition of continuous, resp. smooth,
operations is itself continuous, resp. smooth. �

6 Global convergence

The first step in studying the global convergence of the extended GRQI is to characterize the
fixed points of FGRQI. It is clear from Definition 3.1 that the invariant subspaces of A are
fixed points of FGRQI. We now show that the converse also holds.
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Theorem 6.1 (fixed points) The fixed points of FGRQI (Definition 3.1) are the p-dimensional
invariant subspaces of A.

Proof. It is directly verified from Definition 3.1 that the p-dimensional invariant subspaces of
A are fixed points of FGRQI. It remains to prove that the fixed points of FGRQI are invariant
subspaces of A. To this end, let S be a fixed point under Algorithm 3.2, i.e. S+ = S. Let
X = (x1| . . . |xp), ρ1, . . . , ρs and S1, . . . ,Ss be defined as in Algorithm 3.2. Suppose that one
of the ρ’s, say ρi, is not an eigenvalue of A. Then (A− ρiI) is invertible. Pick j such that xj

belongs Si. Then z = (A− ρiI)
−1xj belongs to S+

j , i.e. to S. Therefore

z = PSz = x1x
T
1 z + . . .+ xpx

T
p z.

Now, pre-multiplying the above equation by xT
j (A− ρiI) yields the contradiction 1 = 0. So,

the ρ’s are eigenvalues of A. This means that S+ (equal to S) is spanned by eigenvectors of
A by construction, which means that S = S+ is an invariant subspace of A. �

Corollary 6.2 Assuming that the eigenvalues of A are distinct, the extended GRQI mapping
(Definition 3.1) is smooth at its fixed points.

Proof. This is a consequence of Theorem 5.1 and Theorem 6.1. �

We now consider the periodic orbits of the iteration. In the classical p = 1 case (RQI),
the periodic orbits have been completely characterized. Let ei denote the ith coordinate
vector and let fij = ei + ej . Consider the extended RQI mapping FRQI , assuming as above
—without loss of generality— that A is diagonal. Assume moreover that the eigenvalues
of A are distinct. Then each span(fij) is a point of period 2. Moreover, beside the fixed
points span(ei), i = 1, . . . , n, there are no other periodic points. More details can be found
in [Par74, Par80, BS89]. It follows that for the extended GRQI mapping FGRQI, the p-
dimensional subspaces of the form span(ek1

, . . . , ekp−1
, fij) are periodic of period 2. Whether

these are the only possible periodic orbits is not known. The characterization of the periodic
orbits for the p = 1 case relies on the “monotonic residuals” property [Par74, Par80]. As we
will show below, this property does not extend to p > 1.

The global convergence of the iteration is well understood in the case p = 1. It is shown
in [Par74, Par80] that RQI converges either to an eigenvector or to a periodic orbit (of period
2). The proof is based on the following fact. Let {xk} be a sequence of iterates of RQI
normalized such that. Define the residual

r(x) := ‖ΠAx‖ = ‖Ax− ρ(x)x‖ (18)

where ‖ · ‖ denotes the Euclidean norm. Then r(xk+1) ≤ r(xk) for all k.

The two classical generalizations of (18) for X orthonormal n× p are

r2(X) := ‖ΠAX‖2 = ‖AX −XXTAX‖2 = σmax(ΠAX) (19)

and
rF (X) := ‖ΠAX‖F =

√

trace(XAΠAX), (20)

where σmax denotes the maximal singular value and Π := (I − XXT ) is the projector into
the orthogonal complement of the span of X. It is easily checked that both definitions only
depend on the span of X orthonormal. It turns out that neither r2 nor rF systematically
decreases under GRQI, as the following counter-example shows.4 Take A = diag(1, 2, 3, 4)

4Interestingly, in the particular case n = 3, p = 2, no increase in r2 and rF has been observed in experiments.
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and

S = span







−0.2335 0.3921
−0.6426 −0.2729
−0.4499 0.7565
−0.5745 −0.4466






,

then r2(S+)−r2(S) = 0.4053 and rF (S+)−rF (S) = 0.1299. This compromizes the possibility
of pursuing a global convergence analysis of GRQI along the lines of Parlett and Kahan’s
proof [Par80].

7 Conclusion and open questions

We have presented results pertaining to the global behaviour of the GRQI method. An
extended GRQI mapping has been proposed. It is defined everywhere on the Grassmann
manifold and is identical to the original GRQI mapping wherever the latter is defined. The
invariant subspaces of A coincide with the fixed points of the extended mapping. Moreover,
under generic conditions on A, the extended mapping is smooth on a generic full-measure
subset of the Grassmann manifold.

Several questions remain open. In the case p = 1 and p = 2, we have characterized the
subspaces Y for which FGRQI(Y) is rank-deficient. For p ≥ 3 the result is conjectured and
supported by a dedicated numerical experiment; see also the weaker (but easier to formulate)
Conjecture 2.1 about rank-deficiency of Z in the equation AZ − ZXTAX = X. In the case
p = 1, Batterson and Smillie [BS89] show that there is no point in ψ0 at which the RQI
mapping admits a continuous extension; whether a similar result holds true for general p is
an open question. In the case p = 1, Parlett and Kahan have proven that the RQI method
converges either to an eigenvector of A or to a periodic orbit of period 2 (see [Par74, Par80]).
The technique of proof does not straightforwardly extend to p > 1: it is based on a result
(monotonic decrease of the residual) that does not hold in general for p > 1. Nevertheless,
numerical experiments reported in [ASVM04] show systematic convergence to the invariant
subspaces of A.
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