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Welcome

It is a pleasure to welcoming you to the 28th Benelux Mee-
ting on Systems and Control, at the “Domain Sol Cress” in
Spa, Belgium.

The secretariat of the conference has been ensured by Cé-
line Dizier and Michéle Delville from the A.l.M. (Associa-
tion des Ingénieurs de Montefiore). They are gratefully ack-
nowledged for their first-class support.

The scienfitic organization of the conference would not
have been possible without the hard work of Michel Jour-
née (conference website, program, and book of abstracts)
and Alain Sarlette (program). They are gratefully acknow-
ledged for a full commitment in the midst of writing their
PhD thesis.

The meeting is financially supported by the following orga-

nizations :

— FRS-FNRS (Belgian National Fund for Scientific Re-
search)

— Belgian Programme on Interuniversity Attraction Poles
DYSCO (Dynamical Systems, Control, and Optimiza-
tion), initiated by the Belgian State, Science Policy
Office.

Rodolphe Sepulchre and Michel Gevers
Conference organizers
March 2009

Aim

The aim of the Benelux Meeting is to promote research
activities and to enhance cooperation between researchers
in Systems and Control. This is the twenty-eighth in a series
of annual conferences that are held alternately in Belgium
and The Netherlands.

Overview of the Scientific Program

1. Plenary lectures by invited speakers

Navin Khaneja (Harvard University, USA)
Control of ensembles

René Vidal (Johns Hopkins University, USA)
Binet-Cauchy Kernels for the Recognition of
Visual Dynamics

2. Mini course

Jorge Cortés and Sonia Martinez (University of
California at San Diego, USA)
Distributed control of Robotic Networks

3. Contributed short lectures, see the list of sessions for
the titles and authors of these lectures.

Scientific Committee

The Scientific Committee of the 28th Benelux Meeting
consists of

P.-A. Absil (Univ. catholique de Louvain),
D. Aeyels (Univ. Gent), V. Blondel (Univ.
catholique de Louvain), O. Bosgra (Tech-
nische Univ. Delft), G. De Cooman (Univ.
Gent), M. Gevers (Univ. catholique de Lou-
vain), M. Kinnaert (Univ. libre de Bruxelles),
P. van den Hof (Technische Univ. Delft),
G. Meinsma (Univ. Twente), B. de Moor
(Katholieke Univ. Leuven), H. Nijmeijer
(Technische Univ. Eindhoven), R. Pintelon
(Vrije Univ. Brussel), A. van der Schaft
(Rijksuniv. Groningen), J. Scherpen (Rijksu-
niv. Groningen), J. Schoukens (Vrije Univ.
Brussel), M. Steinbuch (Technische Univ.
Eindhoven), S. Stramigioli (Univ. Twente),
A. Stoorvogel (Univ. Twente), P. Van Dooren
(Univ. catholique de Louvain), G. van Straten
(Wageningen Univ.), R. Sepulchre (Univ.
de Liége), H. Stigter (Wageningen Univ.),
A. Vande Wouwer (Faculté Polytechnique
de Mons), L. Wehenkel (Univ. de Liege),
J. Winkin (Facultés Univ.Notre-Dame de
la Paix, Namur), J. Willems (Katholieke
Univ. Leuven), S. Weiland (Technische Univ.
Eindhoven).

Instructions for speakers

For a contributed lecture the available time is 25 minutes.
Please leave a few minutes of this period for discussion
and room changes and adhere to the indicated schedule.
In each room beamers will be available. Computers are not
provided.

Best junior presentation award

Continuing a tradition begun in 1996, the Benelux mee-
ting will close with the announcement of the winner of the
Best Junior Presentation Award. This award is given for the
best presentation at the meeting given by a junior resear-
cher (i.e., someone working towards a PhD degree). The
award is specifically given for quality of presentation ra-
ther than quality of research, which is judged in a different
way. At the meeting, the chairs of sessions will ask three
volunteers in the audience to fill out an evaluation form.
After the session, the evaluation forms will be collected by
the Prize Commissioners who will then compute a ranking.
The winner will be announced on Wednesday, March 18,
immediately after the final lectures of the meeting and he
or she will be presented with the award, which consists of
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a trophy that may be kept for one year and a certificate.
The evaluation forms of each presentation will be retur-
ned to the junior researcher who gave the presentation.
The Prize Commissioners are Joseph Winkin (University of
Namur-FUNDP), and Peter Heuberger (Delft University
of Technology) . The organizing committee is counting on
the cooperation of the participants to make this contest a
success.

Conference location

The conference takes place in the Solcress seminar center,
at walking distance from the center of the city of Spa
located in the Belgian Ardennes. The Domain Sol Cress
is situated at the edge of a 1300 hectar forest. The town
of Spa is only 10 minutes away by foot or 1 minute by
funicular (railway). The Spa's new Thermal Baths are just
up the road.

Domain Sol Cress
Spaloumont, 5
B-4900 Spa
Belgique

Website

An electronic version of the Book of Abstracts can be
downloaded from the Benelux Meeting web site :
http ://www.montefiore.ulg.ac.be/~beneluxmeeting09/


http://www.montefiore.ulg.ac.be/~beneluxmeeting09/
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Monday, March 16, 2009 ‘

Pierre le Grand

MoAO01-6 16.05-16.30
Estimating a Power-Scalable Linearized Model for
Amplifiers . . . . . ... . 26

Koen Vandermot Vrije Universiteit Brussel

Binet-Cauchy Kernels for the Recognition of Visual
Dynamics . . . . ... .. .. ... ... ... 179
René Vidal (Johns Hopkins University, USA)

MoAO01 Pierre le Grand

Identification 1

Chair: Paul Van den Hof 14.00-16.30
MoAO01-1 14.00-14.25
Identification of a distillation column for PLC control
PUIPOSES . . . . . .. 21
B. Huyck KaHo Sint-Lieven
F. Logist Katholieke Universiteit Leuven
B. De Moor Katholieke Universiteit Leuven
J. De Brabanter, Jan Van Impe
MoAO01-2 14.25-14.50

Effects of Overlapping and Windowing on the Esti-
mation of the Frequency Response of a System using
White Noise . . . . . . . . . . .. ... ... .. 22
Dr W. D. Widanage Vrije Universiteit of Brussels
Professor J. L. Douce University of Warwick
Professor K. R. Godfrey University of Warwick

MoAO01-3 14.50-15.15
Linear regressive realizations of LTI state space mo-
dels : an advection-reaction case study . . . . . . . 23

Karel Keesman
Nurulhuda Khairudin

Wageningen University
Wageningen University

MoAO01-4 15.15-15.40
System Identification of a Spindle with Active Ma-
gnetic Bearings . . . . .. .. ... . ... ..., 24
Ir. R.S. Blom Delft University of Technology
Prof. dr. ir. P.M_.J. Van den Hof Delft University of
Technology

Dr.ir. H.H. Langen Delft University of Technology
Prof. ir. R.H. Munnig Schmidt

MoAO01-5 15.40-16.05
Towards Automatic Control of Scanning Transmis-
sion Electron Microscopes : System Identification Is-
SUES . . . . e e 25
Dr Arturo Tejada Delft University of Technology

Wel d ) Yves Rolain Vrije Universiteit Brussel
elcome and opening Gerd Vandersteen Vrije Universiteit Brussel
Chair: Rodolphe Sepulchre 11.25-11.30 Rik Pintelon
MoA02 Source de la Reine
Plenary Pierre le Grand . Synchronization and clustering
Binet-Cauchy Kernels for the Recognition of Chair: 14.00-16.30
Visual Dynamics
René Vidal (Johns Hopkins University, USA) MoA02-1 14.00-14.25
Chair: Paul Van Dooren 11.30-12.30 A synchronization criterion for delay-coupled systems
based on absolute stability . . . . ... ... . .. 27

Toshiki Oguchi
Henk Nijmeijer
Noriko Tanaka

Tokyo Metropolitan University
Eindhoven University of Technology
Tokyo Metropolitan University

MoA02-2 14.25-14.50
Recent advances and open questions on Peskin mo-
del for coupled oscillators . . . . . .. . ... ... 28

Alexandre Mauroy
Rodolphe Sepulchre

University of Liége
University of Liége

MoA02-3 14.50-15.15
A first-order phase transition in a multi-dimensional

clustering model . . . . . . ... ... ... .. .. 29
Filip De Smet Ghent University
Dirk Aeyels Ghent University
MoA02-4 15.15-15.40
Semi-passivity and synchronization of diffusively cou-

pled neuronal oscillators . . . . . . .. . . ... .. 30
Erik Steur Eindhoven University of Technology
Ivan Tyukin University of Leicester

Henk Nijmeijer Eindhoven University of Technology
MoA02-5 15.40-16.05
On the influence of positive and negative feedback

loops on the phase response curve of biological os-

cillators. . . . . .. ... o L 31
Pierre Sacré University of Liége
Rodolphe Sepulchre University of Liége

MoA02-6 16.05-16.30
Bursting modeling in dopaminergic neurons . . . . 32
G. Drion University of Liége
R.Sepulchre University of Liége
V .Seutin University of Liége
MoA03 Wellington
Control for teleoperation
Chair: Thomas Delwiche 14.00-16.30
MoA03-1 14.00-14.25
Haptic Feedback in Telesurgery . . . . . . . . . .. 33
D. van Raaij Eindhoven University of Technology
M. Steinbuch Eindhoven University of Technology
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MoAO03-2 14.25-14.50
User Adapted Control of Force Feedback Teleopera-

tors : Evaluation and Robustness Analysis . . . . . 34
L. Barbé University of Strasbourg
B. Bayle University of Strasbourg
E. Laroche University of Strasbourg
M. de Mathelin

MoA03-3 14.50-15.15
A Passivity Study of the Classical Position-Force Te-
leoperation controller . . . . . .. .. ... .. .. 35
B. Willaert K.U.Leuven, Belgium
B. Corteville

D. Reynaerts
H. Van Brussel, E.B. Vander Poorten

MoA03-4 15.15-15.40
Robust 4-channel Teleoperation Controller Design . 36
E. B. Vander Poorten Katholieke Universiteit Leuven
D. Reynaerts Katholieke Universiteit Leuven
H. Van Brussel Katholieke Universiteit Leuven
T. Kanno and Y. Yokokohji

MoAO03-5 15.40-16.05
Optimization of a static output feedback controller
for teleoperation . . . . . . . . .. .. ... .. .. 37

Université Libre de Bruxelles
Université Henri Poincaré
Université Libre de Bruxelles

Thomas Delwiche

Samir Aberkane

Michel Kinnaert

Laurent Catoire, Serge Torfs

MoA03-6 16.05-16.30
Passivity and Transparency in Bilateral Tele-
manipulation . . . . . . ... 38

Ir. M.C.J. Franken
Prof.dr.ir. S. Stramigioli

University of Twente
University of Twente

MoA04 Pouhon Pia

Estimation for biochemical processes

Chair: Alain Vande Wouwer 14.00-16.30
MoA04-1 14.00-14.25
Stabilizing the baseline current of a microbial fuel

cell-based biosensor . . . . . . . ... ... .... 39

Nienke Stein Wetsus, centre of excellence for sustainable
water technology
Hubertus V.M. Hamelers
Hans Stigter

Cees Buisman

Wageningen University
Wageningen University

MoA04-2 14.25-14.50
Identification of Biochemical Reaction Systems using

a Dissipative Observer . . . . . . . .. ... ... 40
Dirk Fey University of Strathclyde
Eric Bullinger University of Strathclyde
MoA04-3 14.50-15.15
Input and state estimation of a microalgae culture

using a linear quasi unknown input observer . . . . 41

E. Rocha-Cézatl
A. Vande Wouwer

Faculté Polytechnique de Mons
Faculté Polytechnique de Mons

MoA04-4 15.15-15.40
On the comparison of OED/PE strategies for the
accurate identification of microbial kinetics . . . . 42
Eva Van Derlinden KULeuven
Kristel Bernaerts KULeuven
Jan F. Van Impe KULeuven
MoA04-5 15.40-16.05
Stochastic Observers for Industrial Seeded Batch
Crystallization Processes . . . . . ... ... ... 43
A. Mesbah Delft University of Technology
I. Mora Moreno Delft University of Technology
A. Huesman Delft University of Technology
P. Van den Hof

MoA04-6 16.05-16.30
Model analysis for individual-based modelling . . . 44
A.J. Verhulst Katholieke Universiteit Leuven

Katholieke Universiteit Leuven
Katholieke Universiteit Leuven

K. Bernaerts
J.F.M. Van Impe

MoAO05 Groesbeeck
Computational methods

Chair: Wim Michiels 14.00-16.30

MoA05-1 14.00-14.25

Nonlinear projection on manifolds . . . . . . . .. 45

Université catholique de Louvain
Université catholique de Louvain
Université catholique de Louvain

Victor Onclinx
Michel Verleysen
Vincent Wertz

MoA05-2 14.25-14.50
Fitting Curves on Riemannian Manifolds Using

Energy Minimization . . . . . .. ... ... ... 46
Chafik Samir Université catholique de Louvain

Pierre-Antoine Absil

Anuj Srivastava
Erik Klassen

MoA05-3 14.50-15.15
Algorithms for nonsmooth optimization on manifolds 47

Université catholique de Louvain

C. Lageman Universite de Liége
R. Sepulchre Universite de Liége
MoA05-4 15.15-15.40
Optimal H2-design with the smoothed spectral abs-

CiSSA . . . . . 48
Joris Vanbiervliet KULeuven
Wim Michiels KULeuven
Stefan Vandewalle KULeuven
MoA05-5 15.40-16.05
Computing H-infinity norm of time-delay systems . 49
Suat Gumussoy K. U. Leuven
Wim Michiels K. U. Leuven
MoA05-6 16.05-16.30
Robust stability assessment in high-speed milling . 50
Niels van Dijk Eindhoven University of Technology

Nathan van de Wouw Eindhoven University of Technology
Henk Nijmeijer Eindhoven University of Technology

MoB01

Pierre le Grand
Model reduction
Chair: Pierre-Antoine Absil

17.00-18.40
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MoB01-1 17.00-17.25
Model Reduction and Controller Synthesis for L2
Systems . . . . . ... 51

Mark Mutsaers Eindhoven University of Technology

Siep Weiland Eindhoven University of Technology
MoB01-2 17.25-17.50
Model reduction for Lur'e type systems . . . . . . 52

Bart Besselink Eindhoven University of Technology
Nathan van de Wouw Eindhoven University of Technology
Henk Nijmeijer Eindhoven University of Technology

MoBO01-3 17.50-18.15
Nonlinear model approximation using block structu-
red models . . . . . . . .. .. ... ... ... . 53

Technische Universiteit Delft
Technische Universiteit Delft
Technische Universiteit Delft

Omar Naeem
A.E.M. Huesman
O. H. Bosgra

MoB02

Source de la Reine
Model-free control
Chair: Vincent Wertz

17.00-18.40

MoB02-1 17.00-17.25
Inferring bounds on the performance of a control po-

licy from a sample of one-step system transitions . 54
Raphael Fonteneau University of Liege
Susan Murphy University of Michigan
Damien Ernst University of Liége
Louis Wehenkel

MoB02-2 17.25-17.50
Fixed Structure Controller Synthesis Using Non-

Parametric Plant . . . . . .. ... . ... .... 55
Irmak Aladagli Technische Universiteit Eindhoven

Technische Universiteit Eindhoven
Technische Universiteit Eindhoven

Arjen den Hamer
Maarten Steinbuch
Georgo Angelis

MoB02-3 17.50-18.15
Adaptive extremum-seeking control of fed-batch

cultures of micro-organisms exhibiting overflow me-

tabolism . . . . . .. . .. ... ... ... .. 56
L. Dewasme Faculté Polytechnique de Mons
A. Vande Wouwer Faculté Polytechnique de Mons
B. Srinivasan Ecole Polytechnique de Montréal

M. Perrier
MoB02-4 18.15-18.40
Model-free Optimal Control Synthesis . . . . . . . 57

Arjen den Hamer Eindhoven University of Technology

Siep Weiland Eindhoven University of Technology
Maarten Steinbuch  Eindhoven University of Technology
MoB03 Wellington
Fault detection applications

Chair: Jan Van Impe 17.00-18.40
MoB03-1 17.00-17.25
Lazy online batch-end quality estimation : is less

more? . . . ... . 58
Geert Gins Katholieke Universiteit Leuven
Jef Vanlaer Katholieke Universiteit Leuven

Jan F.M. Van Impe Katholieke Universiteit Leuven

MoB03-2 17.25-17.50
Fault detection in a biochemical fed-batch process 59
Jef Vanlaer K.U.Leuven
Geert Gins K.U.Leuven
Jan F.M. Van Impe K.U.Leuven
MoB03-3 17.50-18.15
A control system for suppression of magnetic islands

in a fusion plasma . . . . . ... . ... ... ... 60

Bart HennenFOM-Institute for Plasma Physics Rijnhuizen
Dr. E. Westerhof FOM-Institute for Plasma Physics
Rijnhuizen

Dr. Ir. PW.J.M. Nuij Technische Universiteit Eindhoven
Dr. M.R. de Baar, Prof. Dr. Ir. M. Steinbuch

MoB03-4 18.15-18.40
Detection and isolation of sensor faults in induction
machines . . . . . . .. . .. ... ... ... 61

Université Libre de Bruxelles
Université Libre de Bruxelles

Manuel Gélvez
Michel Kinnaert

MoB04 Pouhon Pia
Humanoid robotics

Chair: Philippe Lefévre 17.00-18.40
MoB04-1 17.00-17.25
Motion control of the Twente Humanoid Head . . 62
L.C. Visser University of Twente
R. Carloni University of Twente
S. Stramigioli University of Twente
MoB04-2 17.25-17.50
A gaze saccade model based on separate head and

gaze controllers. . . . . . . . ... ... ... .. 63
Pierre Daye UCLouvain
Lance Optican National Institut of Health
Philippe Lefévre UCLouvain

Gunnar Blohm, Queens University/CompNeurosci Lab,
blohm®@biomed.queensu.ca

MoB04-3 17.50-18.15
Motor commands are optimized in the gravity field 64
Frédéric Crevecoeur Université catholique de Louvain
Jean-Louis Thonnard Université catholique de Louvain
Philippe Lefévre Université catholique de Louvain

MoB04-4 18.15-18.40
Control of walking robots using virtual springs . . . 65
Gijs van Oort University of Twente
Stefano Stramigioli University of Twente

MoB05 Groesbeeck
Distributed control

Chair: Dragan Kostic 17.00-18.40

MoB05-1 17.00-17.25

A Jacobi algorithm for distributed model predictive

control of dynamically coupled systems . . . . . . 66

Dang Doan Delft University of Technology

Delft University of Technology
Delft University of Technology

Tamas Keviczky
Bart De Schutter
lon Necoara, Moritz Diehl
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MoB05-2 17.25-17.50
An application of distributed control : the segmen-
ted primary mirror for the European Extremely Large
Telescope
Christian Bastin

67
University of Liége
Alain Sarlette University of Liége
Rodolphe Sepulchre University of Liege
Martin Dimmler, Toomas Erm, Babak Sedghi, Bertrand
Bauvir

MoB05-3 17.50-18.15
Modeling and Control of Inkjet Printhead 68
Mohammed Ezzeldin  Technische Universiteit Eindhoven

Dr. A. Jokic Technische Universiteit Eindhoven
Prof.dr.ir. P.P.J. van den Bosch  Technische Universiteit
Eindhoven

MoB05-4 18.15-18.40

A comparison between different state estimation me-

thods in a nonlinear distributed parameter system . 69

C. Retamal Université Libre de Bruxelles
A. Vande Wouwer Faculté Polytechnique de Mons
M. Kinnaert Université Libre de Bruxelles
C. Vilas

10

Tuesday, March 17, 2009 ‘

TuAO1 Pierre le Grand
Stochastic estimation and decision making
Chair: 8.30-10.35
TuAO01-1 8.30-8.55

Risk-aware sequential decision making and dynamic
programming
Boris Defourny
Damien Ernst
Louis Wehenkel

70
University of Liége
University of Liége
University of Liége

TuA01-2 8.55-9.20
Estimating distributions from censored microbiologi-

cal contamination data for use in quantitative risk
assessment
P. Busschaert
A.H. Geeraerd
J.F.M. Van Impe
M. Uyttendaele

71
Katholieke Universiteit Leuven
Katholieke Universiteit Leuven
Katholieke Universiteit Leuven

TuAO1-3 9.20-9.45
The Kalman Filter applied to Hydrologic Systems . 72
ir. Douglas Plaza University of Ghent
Prof.Dr.ir. Robin De Keyser Ghent University - Faculty of
Engineering

Dr.ir. Gabriélle De Lannoy
Prof.Dr.ir. Valentijn Pauwels

University of Ghent

TuAO1-4 9.45-10.10
Multi-armed bandit based decision making for cog-

nitiveradio . . . . . ... ..o 73
Wassim Jouini SUPELEC
Damien Ernst University of Liége
Christophe Moy SUPELEC
Jacques Palicot

TuAO01-5 10.10-10.35
Formal Verification and Improved Analysis Tools for
Agent-Based Simulations . . . . . ... ... ... 74

Dr. Arturo Tejada Ruiz Delft University of Technology

TuA02 Source de la Reine
Nonlinear control 1

Chair: Alain Sarlette 8.30-10.35

TuA02-1 8.30-8.55

Passivity-based tracking control of port-Hamiltonian

mechanical systems with only position measurements 75
D.A. Dirksz University of Groningen
J.M.A_ Scherpen University of Groningen

TuA02-2 8.55-9.20
Feedback stabilisation of a pool-boiling system 76
Rob van Gils Technische Universiteit Eindhoven
Michel Speetjens Technische Universiteit Eindhoven
Henk Nijmeijer Technische Universiteit Eindhoven
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TuA02-3 9.20-9.45
Stabilization via positive invariance for linear distri-
buted parameter systems with constraints on both

control and its rate 77
B. Abouzaid CESAME, Université catholique de Louvain,

LLN, Belgium
V. Wertz CESAME, Université catholique de Louvain,
LLN, Belgium
M. E. Achhab Université Chouaib Doukkali, Morocco
TuA02-4 9.45-10.10

Control of the exothermic CSTR : the power-shaping
approach
Audrey Favache
Denis Dochain

78
Université catholique de Louvain
Université catholique de Louvain

TuA02-5 10.10-10.35
A Study of Stability Conditions for Haptics 79
I. Polat Technische Universiteit Delft
Prof.Dr. C.W. Scherer Technische Universiteit Delft

TuAO03 Wellington
Advanced actuation and sensing

Chair: Herman Ramon 8.30-10.35

TuA03-1 8.30-8.55
Automatic control of microscope alignment . . . . 80
Dr Ir S. W. van der Hoeven Technische Universiteit Delft

TuA03-2 8.55-9.20
Characterization of hysteresis within magnetic elec-

tron lenses
P.J. van Bree Eindhoven University of Technology
C.M.M. van Lierop  Eindhoven University of Technology
P.P.J. van den Bosch Eindhoven University of Technology

81

TuA03-3 9.20-9.45

Pneumatic circuit assessment in Pneumatic Artificial

Muscle applications . . . . . . ... . . ... ... 82
Tri Vo-Minh KULeuven
Herman Ramon KULeuven
Hendrik Van Brussel KULeuven
TuA03-4 9.45-10.10
Load Dynamics in Piezoelectric Actuation . . . . . 83

J.R. van Hulzen
P.M.J. Van den Hof

Delft University of Technology
Delft University of Technology

G. Schitter Delft University of Technology
J. van Eijk
TuA03-5 10.10-10.35

Control of a moving magnet planar actuator at in-
dustrial specifications
J. Achterberg Technische Universiteit Eindhoven
C.M.M.van Lierop Technische Universiteit Eindhoven
P.P.J. van den Bosch  Technische Universiteit Eindhoven

84

TuA04 Pouhon Pia
Biochemical processes

Chair: Hans Stigter

8.30-10.35
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TuA04-1 8.30-8.55
Input design for PWA biological cell systems . . . . 85
Dirk Vries Delft University of Technology
Peter Verheijen Delft University of Technology
Arjan den Dekker Delft University of Technology

TuA04-2 8.55-9.20
A systematic procedure to develop dynamic models

of bioprocesses . . . . . ... .. ... ... ... 86
J. Mailier Faculté Polytechnique de Mons
A. Vande Wouwer Faculté Polytechnique de Mons
TuA04-3 9.20-9.45

Macroscopic modeling as a tool for gaining insight

in Al-2 dynamics of Salmonella Typhimurium .87
Astrid M. Cappuyns K.U.Leuven
Kristel Bernaerts K.U.Leuven
Jan F. Van Impe K.U.Leuven
Sigrid C. De Keersmaecker, Jos Vanderleyden

TuA04-4 9.45-10.10
Three ways to do temperature reconstruction based

on Bivalve-proxy information . . . . .. ... ... 88

Maite Bauwens
Henrik Ohlsson

Vrij Universiteit Brussel
Linkoping University

Kurt Barbé Vrij Universiteit Brussel
Johan Schoukens, Frank Dehairs
TuA04-5 10.10-10.35

Quantitative characterization of Streptomyces livi-
dans batch fermentations
P.-J. D'Huys

K. Bernaerts

J.F.M. Van Impe

89
Katholieke Universiteit Leuven
Katholieke Universiteit Leuven
Katholieke Universiteit Leuven

J. Anné

TuA05 Groesbeeck
Control in networks

Chair: Bram de Jager 8.30-10.35

TuAO05-1 8.30-8.55

90
Delft University of Technology
Delft University of Technology

A simplified model for urban traffic network control
S. Lin
B. De Schutter

Y. Xi Shanghai Jiao Tong University
TuA05-2 8.55-9.20
Distributed control of urban traffic networks using

hybrid models . . . . . . . ... . ... ... ... 91

Ir. Nicolae Marinica Universiteit Gent

Dr. Ir. Rene Boel Universiteit Gent
TuA05-3 9.20-9.45
Optimal control in hybrid vehicles using route infor-
mation . . . . .. ...
Thijs van Keulen
Bram de Jager

92
Technische Universiteit Eindhoven
Technische Universiteit Eindhoven
Maarten Steinbuch Technische Universiteit Eindhoven
TuA05-4 9.45-10.10
Tracking in WiMAX Networks depending on RSS-
based measurements
Mussa Bshara

Leo Van Biesen

93
Vrije Universiteit Brussel
Vrije Universiteit Brussel
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TuA05-5 10.10-10.35
Stability Analysis of Networked Control Systems
using a Swichted Linear Systems Approach

M.C.F. Donkers

. 94
Eindhoven University of Technology
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Identification of a Distillation Column for PLC Control Purposes

Bart Huyck, Jos De Brabanter
KaHo Sint Lieven - Department Industrieel Ingenieur
Email: bart .huyck@kahosl.be jos.debrabanter@kahosl.be

Filip Logist, Jan Van Impe
K.U.Leuven - Department of Chemical Engineering (CIT)
Email: filip.logist@cit.kuleuven.be Jan.vanimpe@cit.kuleuven.be

Bart De Moor
K.U.Leuven - Department of Electrical Engineering (ESAT - SCD)
Email: bart.demoor@esat.kuleuven.be

1 Introduction

In a world where economic and environmental issues be-
come more and more important, efficient control systems
have become indispensable. When dealing with complex
processes, Model Predictive Control (MPC) is one of the
possible control strategies[1]. In practice, current linear and
non-linear MPC algorithms require powerful computers.
However, since Programmable Logic Controllers (PLCs)
with less computational power are used a lot in industry for
control, it might be interesting to explore the possibilities
and limitations of these devices for MPC. For this purpose,
a 6 m high pilot scale binary distillation column, is selected
as an industrial example.

2 Goal

The column is currently controlled by PI controllers, but the
goal is to upgrade the control system with a linear MPC run-
ning on a PLC. However, before a model based controller
can be used on a PLC, an accurate (but simple) process
model has to be constructed. Therefore linear parametric
MIMO black-box models (e.g., ARX, ARMAX, and output
error) are adopted.

3 Experimental set-up

In this set-up, four variables can be manipulated: the re-
boiler duty Qr, the feed rate Fv, the duty of the feed heater
Qv and the distillate flow rate Fd. Measurements are avail-
able for the distillate flow rate F'd , the feed flow rate Fv
and nine temperatures, i.e., the temperature at the top of the
column Tt¢, the temperatures in the center of every pack-
ing section (T's1, T's2 and T's3, respectively), the tempera-
ture between section 1 and 2 Tv1, the ambient temperature
Tamb, the temperature in the reboiler of the column 7'b, and
the temperatures of the feed before and after heating (7v0
and T'v, respectively).
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4 Model identification procedure

A parametric model is fitted following the Box-Jenkins
modelling procedure using the Matlab System Identification
Toolbox [2, 3]. An experiment with PRBN input signals is
performed for 20000 seconds. From these recorded signals,
5 inputs (Qr, Fv, Qv, Fd and Tamb) and 5 outputs (7's1,
Ts2, Ts3 , Tt and Th) are selected to create a model. Two
datasets are prepared: one with sampling rate of 5 seconds
and an other with sampling rate of 60 seconds. Both sets
are split up in an identification and validation part. MIMO
ARX, ARMAX and OE models are fitted and validated. The
AIC criterium is adopted to select the correct model order.
Additional model reduction is performed with the help of
Hankel Singular Values.

5 Results

Only ARX and ARMAX models predict the output accu-
rately, but the best performing models are ARMAX models.
After model reduction and conversion, these models result in
a 6th order state space model for both datasets. The authors
believe that these models (despite their low complexity) will
predict the output accurately enough to be employed in an
MPC algorithm which can be implemented on a PLC.
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1 Abstract

Errors are introduced when estimating the frequency re-
sponse of a system, when using random inputs with block
overlap and time windowing. The sources of these errors
are studied in the absence of external noise. The sources of
errors for the bias and variance of the frequency response
are identified to be due to the Fourier transforms of the end
effects that arise due to nonperiodic signals, and a time vary-
ing error over the period of a block that is dependent on the
the type of window. Using a pure time delay as an example
for the system, it is shown that there is a limit to the im-
provement achievable in reducing the variance as the block
overlap is increased.

2 Introduction

Consider an input and output pair of blocks with the system
being a pure time delay. The first D samples (this will be
termed the header of the output) in each measured output
block y;(n) is uncorrelated with the entire measured input
x;(n). Similarly, the last D samples of x;(n) (this will be
termed the tail of the input) is reproduced at the start of the
next output block, y;4(n). Therefore for a given pair of
x;(n) and y;(n), the block y;(n) does not capture the full re-
sponse to x;(n) and contains a term that is correlated with
x;(n) and a further term uncorrelated with it. This uncorre-
lated term, which can be treated as a noise source, leads to
the variance of the estimate.

The composition of the error between the measured output
and the modelled output from an estimated frequency re-
sponse is considered to explain the effects of block overlap.
There are two factors involved. The first factor arises from
the periodic assumption of the Discrete Fourier Transform.
The modeled output includes in the header the response to
the tail of the input signal, while the true output includes the
response to the input over the preceding block x;_; (). This
factor introduces errors in the estimated frequency response
function (FRF) due to the header signal diverging from the
signal produced by the nonperiodic input block. The second
factor is due to the distortion introduced by the time vary-
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ing gain of the window. With any such window, the gain
from input to output varies with time over the duration of
the block. It leads to the suggestion that distortion occurs
due to windowing, and the position of this distortion relative
to other blocks affects the performance of the overlapping
procedure.

3 Simulation Results

The effect of overlap on the variance of an estimated fre-
quency response is illustrated, with a pure time delay of 10%
of the block length and Hanning windowing. The input is a
zero mean white noise process and the statistics of the es-
timate are obtained over 1000 repeated simulations. With

Ho ek

Figure 1: The variance of the FRF against percentage overlap
with Hanning window.

Hanning windowing no significant improvement in variance
is achieved for an overlap of more than 65%. This phe-
nomenon is also observed with other types of systems.

4 Conclusions

The sources of errors and their effects on the estimated fre-
quency response using overlapping blocks are discussed and
illustrated. The errors are due to 1) the response of the tail
of the input, 2) the response from the preceding input block,
and 3) the time-varying gain of the window function. By
considering the distribution of these errors over the length
of a block, it leads to the conclusion that the predominant
factor in the source of variance and, hence, the performance
of the overlapping operation is the characteristic of the win-
dow function and not of the dynamics of the system.
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1 PROBLEM FORMULATION AND SOLUTION

Estimation of physical parameters in continuous-time linear
time-invariant state-space models generally leads to nonlin-
ear estimation problems. It is well known that nonlinear es-
timation problems frequently lead to local minima solutions.
Furthermore, solving these problems can be very (computer)
time consuming, especially when multi-start procedures are
used. Since the global solution is not known beforehand, no
characterization of the systematic error in the estimates can
be given.

In this presentation, our aim is to uniquely estimate model
parameters in state-space model structures while preserving
the (original) physical model structure. Our approach, for
continuous-time systems, is to handle the parameter estima-
tion problem via discretization and a linear regressive para-
metric realization of the dynamical system. Unlike ‘data
based’ methods such as subspace identification, we will con-
serve the physical model structure.

In particular, we will consider the class of finite LTI state
space systems S(X). By the properties of this class, we are
able to find another realization of ¥ which is suited for lin-
ear estimation and prediction. It will be shown later on, that
the resolvent of the system matrix (R(A)) of the discrete-
time system, plays a key role in this. In specific cases, the
discrete-time system matrix (I + A(«)), with ¢ a vector with
physical parameters, becomes a bidiagonal matrix or a sym-
metric tridiagonal matrix. For the latter case, explicit solu-
tions to R(A) are known (see [1]). The goal here is to un-
ravel the structure of R(A), in such a way that we may write
the system as a linear regressive set of equations: 67 ¢ = .
Herein, 0; = £;(v) are known reparametrization functions
that are not confounded with coefficients that originate from
either the discretization step or from constants in A. From
here, it is rather straightforward to arrive at an ordinary least-
squares estimate 6 and at an explicit expression for the out-
put at time instant k.

The key objective of the presentation is twofold: to show
the derivation of linear regressive model structures from LTI
state space models, while conserving the physical model
structure, and to illustrate this to an advection-reaction sys-
tem.
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2 CONCLUDING REMARKS

The proposed procedure allows the conservation of the un-
derlying physical model structure in combination with linear
regressive parameter estimation. The realization of a linear
regressive system S from a state space system 3 is based
on linearity of the system and linearity in the parameter ) of
A(¥) and B(9).
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1 Introduction

The problem addressed in this presentation has its roots in
the area of micro-manufacturing. In particular micromilling
is considered, which entails the scaling of conventional
milling into the microdomain. Active Magnetic Bearing
(AMB) spindle technology is a promising technology for the
micro-milling process. Not only are high rotational speeds
attainable, but the active nature of these spindles can be used
for monitoring and control purposes, resulting in a more sta-
ble cutting process and better manufacturing results.

(y direction out of plane)

X
z

Rear bearing

Acxial bearing

Motor

Front bearing
Magnetic coil
Gap sensor +

comrollerd?\/j'_

Toolholder

Cutting tool I
v

Figure 1: Schematic of an AMB spindle

2 Problem statement

Availability of an accurate model of the dynamics of the
AMB spindle is of crucial importance to develop the pro-
cess monitoring and control techniques mentioned in the in-
troduction. Here, identification of the AMB spindle system
from measured data sequences is considered. This problem
can be characterized by the following aspects (see fig. 1):

e The dynamics are multivariable. The coupling be-
tween the inputs (the currents through the coils of the
actuators) and outputs (the position of the rotor shaft
at the bearings) varies with the rotational speed;
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e The dynamics are unstable, hence experiments need
to be performed in closed-loop;

e The flexural modes of the rotor are very lightly
damped and modes split due to gyroscopy;

e The AMB spindle exhibits nonlinear behavior, caused
by the electromagnetic actuators.

3 Approach

A frequency domain approach is used to identify the dy-
namics of the AMB spindle. This approach consists of two
stages. In the first step, a non-parametric estimate of the
multivariable frequency response function (FRF) is made.
Orthogonal odd random phase multisine excitation signals
are selected for their favorable effect on the variance of the
FRF estimate [1]. To ensure that for the chosen excitation
the effect of the nonlinearities present in the system is neg-
ligible, tests are performed to measure the level of nonlinear
distortion. The second step involves estimation of a para-
metric model of the plant dynamics from the frequency re-
sponse data obtained in the first step. Using the approach
in [2], models in matrix fraction description are fit to the
estimated FRF.

Results will be presented for a high-speed micro-milling
AMB spindle (120,000 rpm). Estimated models will be
compared for different rotational speeds.
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1 Introduction

Scanning transmission electron microscopes (STEMs) are
the tools of choice for material science research, sincg the
provide information on the internal structure of a wide rang
of specimens. These complex machines are operated by
skilled technicians, who execute repetitive tasks (eligna
ment, particle counting, etc.) following long scripted man
ual procedures and using mainly visual feedback. Automat-
ing such procedures is a crucial step towards transforming
the STEMs from qualitative tools into flexible quantitative
nano-measuring tools. This is the goal of the CONDOR
project, which is managed by the Embedded Systems Insti-
tute (ww. esi . nl). To enable this automation, STEM dy-
namical models of enough fidelity are needed. Unfortu-
nately, to the best of our knowledge, such models are not
available in the literature. The first steps toward develop-
ing such dynamical models were reported in recently [1].
In here, we outline our most recent efforts towards deriving
those models.

2 STEM Modeling

Figure 1 shows a simplified STEM dynamical model. As
explainedin [1], a STEM can be divided into two section:

e Electronics: This represents the STEM’s electronics.
The value of an operator-controlled "knohilt), sets
the value of an optical parametga(t). For instance,
u(t) could represent the voltage applied to an electro-
magnetic lens, whilg(t) could represent the corre-
sponding focal distance

Optics + Algorithm: This represents the STEM image
formation process and a feature extraction algorithm.
Note that the image formation processtght field
modeis a time independent process, while the algo-
rithm is time dependent.

The dynamics of the electronics are given by the (possibly
nonlinear) functiorf : R? — R. Thatis,p(t) = f(p(t),u(t)).

The dynamics of the optics + algorithm block are more dif-
ficult to establish. Using bright field images (BFI), these
dynamics are given bi(r) = |@(r) xh(r, p)|?, whereq(r) is
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Figure 1: Simplified STEM model.

a two-dimensional complex signal that represents the sam-
ple electrical potentialq(r, p) represents the microscope’s
two-dimensional transfer function, which is parametetize
by p, andx represents the convolution operator (oxer

The algorithms used to measupevary depending on the
nature ofp. For focal distance measurement, algorithms are
readily available based on BFI analysis. Their outpats,
are static functions of the parameter That is,c = g(p),
whereg: R — R is usually a polynomial function. Hence,
the optics + algorithm block can be modeled as follows:
c(t) = g(p(t —A))+ n(t), whereA denotes the delay intro-
duced by the algorithm ang(t) represents measurement
noise. The overall system model is the

p(t) = f(p(t),u(t))
c(t) =g(p(t—24))+n(t),

Thus, c(t) is a nonlinear observation of the state variable

p(t). The functiong has been recently characterized via

simulated images and will soon be validated through exper-
iments with STEM microscopes.
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Abstract - The input-output behavior of RF amplifiers is not only
function of the frequency but also shows an input power
dependency. Here a linearized 2-dimensional model will be
estimated by a Maximum Likelihood Estimator.

L. INTRODUCTION

For the design of telecommunication systems, designers
rely on models of the different components of their system.
For amplifiers there exists already a linearized and non-
parametric model that is easy to create out of input and
output signals: the Best Linear Approximation (BLA) [1].
However, this approximation is only valid for the chosen
class of signals: the class of the gaussian noise signals with
a fixed power spectrum (rms value and coloring are fixed)
[2]. A consequence of this approach is that the BLA will be
different for an other RMS value of the input signal. Since
the input power is one of the tuning parameters in the
design of a communication system, the model for the
amplifier has to predict the behavior also for a variation of
the input power. In this abstract, a 2D rational model will be
identified by a maximum likelihood estimator (MLE). The
reason for this choice of estimator are its properties:
consistency, asymptotic normality and asymptotic
efficiency. Due to these statistical properties, a measure for
the quality of the obtained model as the uncertainty bounds
on the estimates are known.

II. ESTIMATING THE MODEL FROM MEASUREMENTS
By measuring the §,, parameter for every chosen couple of
the frequency f, and the power of the input signal P, one
gets the complex value of the s,, transfer function. Since
this is a linearization of the input-output behavior of the RF
amplifier under the considered operation condition, this
gives a nonparametric BLA for each power level separately:

Y(jo,, P)) (1)

Gm(](ok,Pl) = m =
The goal is to get a 2-dimensional rational parametric
model in the frequency and the power, that is valid for every
couple of the frequency and the input power within the
considered frequency and input power range. A parametric
model for this 2-dimensional rational form will be
estimated by a MLE. However, this estimator is only able to
reach the global minimum when “good” starting values for
the parameters are given. For this reason, a method is
proposed that combines a good minimization procedure
with the good satistical properties of the MLE [1]. To do so,
one starts by estimating the starting values with a Weighted
Generalized Total Least Squares (WGTLS) [1]. Next, these
starting values are used for a Bootstrapped Total Least
Squares estimation (BTLS) [1]. This estimation procedure
will give the starting values for the final estimation: a
Maximum Likelihood Estimation (MLE). With this last

Sy1Uep P
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estimator the parameters a, , and l;mm,,/ of the
parametric model are found:
My Ny) LA
by, n, ) P
~o (my, n,) =(0,0)
G(jo,P) = 2
(jo, P) N . 2
Ay na(jm) P

(m,n,) =(0,0)

With (m,,~, ) and (M, ,N, ) the orders of respectively the
denominator and the numerator of this model. When a low
order is chosen, it is possible that the model is not capable
to explain all the measured dynamics. For an high order, the
estimated model will also capture the noise disturbations.
Furthermore, choosing higher orders results in models that
are not stable over the power and frequency range. For
these reasons, aselection of the model order is needed.

III. MODEL VALIDATION

The norm of the residuals (measurements-model) over the
frequencies and powers is taken and compared with its 95%
uncertainty level. When circular complex distributed noise
is assumed, it is proven that the 95% uncertainty level
corresponds with the ./3c level, where cz(fk, p) is the
variance on the measurements for a given frequency f, and
a given input power P,. Hence, making this comparison
(see Fig. 1) will give an idea about the quality of the
obtained parametric model. This is the major advantage of
this modelling procedure.
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Fig. 1. The order of the numerator and denominator are chosen:
M, =M,=8 and N, = N, = 8. Note that an input power slice
P = -6.2dBm of the model is considered.

IV. CONCLUSION
The proposed method estimates a parametric 2-dimensional
rational model that takes into account the frequency as well
as the input power dependency and allows to find a measure
for the quality of the obtained model.
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Synchronization in networks of chaotic systems has been
widely investigated in applied physics, mathematical bi-
ology, social sciences and control science and interdisci-
plinary fields since the early work by Fujisaka and Ya-
mada [1] and by Pecora and Carroll [2]. The study on syn-
chronization of coupled systems [3, 4] has extensively dealt
with coupled systems with delay-free coupling. In addition,
from a viewpoint of control science and engineering, the
synchronization problem has been also investigated via con-
trol theroy. More recently the interest is spreading to syn-
chronization phenomena of chaotic systems with time-delay
and the effect of time-delay in synchronization [5, 6]. In
practical situations, time-delays are caused by signal trans-
mission between coupled systems and affect the behavior of
coupled systems. It is therefore important to study the effect
of time-delay in existing synchronization schemes. The ef-
fect of time-delay in synchronization of coupled systems has
been investigated both numerically and theoretically by a
number of researchers, these works concentrate on synchro-
nization of systems with a coupling term typically described
by u;(t) = 7:17#1»1(,;,-(&-(1 — 1) —xj(t — 7)) and there are
few results for the case in which the coupling term is de-
scribed by u;(t) = ZIJVZLJ-#KU()C;(I) —x;(t —7)). In either
case, the synchronization error dynamics can be described
by a difference-differential equation, and the synchroniza-
tion problem can be reduced to the stabilization problem for
the origin of the error dynamics with suitable conditions on
the coupling gain and the time-delay. However most existing
conditions for synchronization are based on the Lyapunov-
Krasovskii functional approach and are given by linear ma-
trix inequalities (LMIs), and these criteria tend to have con-
servative results due to the -almost inherently- conservative-
ness of the Lyapunov-Krasovskii approach.

In this paper, we propose a less conservative criterion
for synchronization of coupled systems with time-delay.
Throughout, we assume that the error dynamics can be
rewritten by a feedback connection of a linear delay sys-
tem with multiple inputs and outputs and nonlinear elements
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which are decentralized and satisfy the sector condition.
Then, we derive a synchronization condition for coupled
systems with delay by applying the multivariable circle cri-
terion [8] which is an extension of the result by Popov and
Halanay [7]. Unlike the conventional synchronization cri-
teria, the derived criterion is based on a frequency-domain
condition and avoid the Lyapunov-Krasovskii approach. As
a result, the condition does not contain the conservativeness
caused by the Lyapunov-Krasovskii approach. The effec-
tiveness of the proposed criterion is shown by examples of
coupled Chua systems with delay coupling. The condition
obtained by the criterion is less conservative than the con-
ventional LMI condition, and the boundary condition for
synchronization is relatively close to the result by numeri-
cal simulations.
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1 Introduction

Clustering and synchronization are ensemble phenomena
commonly observed in natural and artificial populations of
interacting oscillators. The Peskin model [3] is a seminal
and simple model to study such populations. For each oscil-
lator, the evolution of the state variable obeys a differential
equation (linear for LIF oscillators, quadratic for QIF oscil-
lators,...) and is comprise between two threshold values.
When the high threshold level is reached, the variable is re-
set to the low one (the oscillator is said to fire). The cou-
pling between the oscillators is impulsive: if a firing occurs,
the state of every connected oscillators will be increased by
a constant value.

The behaviors exhibited by identical and all-to-all coupled
Peskin oscillators are well-known. For instance, synchro-
nization of the network was proved under some conditions
in [2] and clustering phenomena were highlighted in [4]. On
the other hand, there exists no mathematical tool to under-
stand, in an extensive way, the behaviors of heterogeneous
populations of Peskin oscillators. A new approach seems to
be necessary.

2 A continuous model

Due to the limitations and issues encountered with the orig-
inal Peskin model, it is relevant to consider a mean-field ap-
proach in which the population of large networks is assim-
ilated to a continuum of oscillators and approximated by a
density function. Classical tools of calculus enable the study
of this continuous model, through the analysis of a partial
differential equation. Furthermore, considering heteroge-
neous populations, by the introduction of white noise, is
mathematically tractable and leads to the study of a Fokker-
Planck equation.

The present work deals with the development and the study
of such a continuous version of the Peskin model. The pulse
discrete coupling is shown to become a continuous coupling,
which is proportional to the network firing rate, i.e. the flux
of oscillators through the high threshold, and which actually
corresponds to a limit case of a model studied in [1].
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3 Synchronous and asynchronous states

The continuous model exhibits two distinct stationary be-
haviors (synchronous and asynchronous states) which are
exactly the counterparts of synchronization and clustering
phenomena observed in the original Peskin model. The aris-
ing of these behaviors depends on the coupling strength and
is related, in the Peskin model, to the role of avalanches.

The stability of the (a)synchronous state depends both on
the coupling nature and on the curvature of the time evolu-
tion of the single oscillator state variable, as it was already
pointed out in [4]. Considering both homogeneous and het-
erogeneous populations, we will report on stability analysis
and expectations in the two cases of LIF and QIF oscillators.
The results will be related to conjectures originally formu-
lated in the context of the Peskin model.
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1 Model description

We investigate a multi-agent model describing the forma-
tion of clusters, a phenomenon that can be observed in e.g.
swarming behavior of animals, opinion formation, or syn-
chronization in systems of coupled oscillators. Each agent
belongs to a multi-dynamical state space, and is character-
ized by an autonomous component and attraction towards
the other agents:

N
%(t) = bi +K 2171' fij (% () =% O ey -xm, @)
J:

for al i € {1,...,N}, where y; >0, K>0, N> 1, and
xi(t),b € RP. The differentiable functions f; j are non-
decreasing with fij(O) =0, fij = fji, and IimSHw fij(g) =
Fij, forall i and jin{1,...,N}, for some symmetric matrix
F € RN*N, Furthermore, g 2 X, for al xin RP\ {0}, with

:W'
e=0.

2 Clustering behavior

In [2] we show that the long term behavior of the system
(1) can be characterized by a set partition H of {1,...,N},
defining different clusters, such that agents belonging to the
same cluster have acommon long term average vel ocity (and
agents from different clusters have different long term aver-
age velocities). We will refer to this behavior as clustering
behavior with respect to cluster structure H.

3 Preiminary resultsfor P=1

In [1] we show that, for any choice of the model parame-
ters, the system (1) with P = 1 exhibits clustering behavior
with respect to some cluster structure H, and we formulate
necessary conditions and sufficient conditions (only differ-
ing ininequality signs being strict or not) characterizing this
cluster structure. Furthermore, if the interaction functions
areincreasing, then distances between agents from the same
cluster approach constant values that are independent of the
initial condition.
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4 Resaultsfor P> 1

The case P > 1lisharder to analyze, and for theinvestigation
of the emerging cluster structure we focus on two special
cases: asystemwith 3 agents, all-to-all interaction and equal
weights, and a system with an infinite number of agentsin a
spherically symmetric configuration.

In the first case we investigate the transition between a sin-
gle cluster containing all three agents, and a configuration
with three clusters, each containing a single agent, without
an intermediate stage with two clusters. For P > 1 this may
happen for generic values of the model parameters, as op-
posed to the behavior for the case P = 1, where atransition
generically involves at most two clusters.

In the second case we calculate alower and an upper bound
for the critical value of the coupling strength correspond-
ing to the origination of a central cluster with velocity zero
and containing a non-zero fraction of the population. At this
transition value, the central cluster has an initial size differ-
ent from zero, characteristic of afirst-order phase transition.
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1 Introduction

It is well known that neurons might synchronize their be-
havior to each other. Examples include synchronous oscil-
lations in the visual cortex, motor cortex and the olfactory
bulb. Moreover, epileptic seizures are characterized by an
increase of synchronized activity.

We discuss synchronization in networks of electrically cou-
pled neuronal oscillators, i.e. neurons that are linearly cou-
pled via gap junctions. In particular, we present sufficient
conditions for asymptotic synchronization of an ensemble
of electrically coupled neurons.

Semi-passivity and synchronization

Let the neurons in the network be represented by the systems

INATE fl(xl.j»xz,j)) (uj> o
(x2-,j)_(f2(x2,j7x1,j) tlog ) vi=as D

where j € {1,2,...,k} denotes the number of the oscillator
in the network, output y; = x1 ; € R denotes the membrane
potential, input u; € R is a current stimulus which the j*
neuron receives, state x ; € R™ represents internal, possi-
bly biophysically meaningful variables and %! vectorfields
f1:RxR"™ —Rand f, : R" x R — R™. Note that many
neuronal models are in this normal form or can be put in this
form via some (well-defined) transformation of coordinates.

Definition 1 (Passivity and semi-passivity). See [1]. A sys-
tem (1) is semi-passive if there exists a nonnegative storage
function V : R"1 — R V(0) = 0 such that

V(xj) <yjuj—H(x)),

where the function H : R™! — R is nonnegative outside
some ball. If the function H(-) is positive outside some ball,
then the system (1) is strictly semi-passive.

The most important property for our purpose is that a semi-
passive system, when being interconnected by a feedback
u = @(y) satisfying y" @(y) < 0, has ultimately bounded so-
lutions [1].
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Define the electrical coupling between the systems (1) as

uj= =Y 0y =y1) =Y 00y =y2) = = Ve (v =31) (2)

where the gains y;; = ¥%; > 0 represent the synaptic conduc-
tances. Defining the k X k coupling matrix as

Yio Vi T2 —Yk
I %1 Lipahi —x
~ ~Ye Y
we can write (2) as u = I'y, where u := col (uy,up, ..., u)

and y := col (y1,y2,...,yx). Note that I" is symmetric, sin-
gular and positive semi-definite (Gerschgorin’s theorem).
Moreover, assuming that the network cannot be divided into
two or more disconnected networks, the matrix I" will have
a simple zero eigenvalue. If each system (1) is semi-passive,
then the network of electrically coupled systems possesses
ultimately bounded solutions.

Theorem 1.1 (Synchronization). See [1]. Suppose that

1. each system (1) is semi-passive;
2. each subsystem X = f>(x2j,X1,j) is a convergent
system!.
Let v; be an eigenvalue of I and let the eigenvalues be or-
deredas 0 =7y <1 <... < Y. Then there exists ¥ > 0 such
that if » > ¥ the systems (1) synchronize asymptotically.

In [2] we show that the neuronal models of Hodgkin-Huxley,
Morris-Lecar, FitzHugh-Nagumo and Hindmarsh-Rose sat-
isfy both assumptions of the theorem. Hence, for some
Y > 7, i.e. for a given network topology in combination
with sufficiently strong coupling, the neurons in the network
asymptotically synchronize.
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1 Introduction

Rhythmic phenomena are essential to the dynamic behav-
ior of biological systems. They find their roots in the many
regulatory mechanisms that control life at the cellular level.
Understanding those molecular and cellular mechanisms is
crucial to advances in systems biology.

Dynamic models of regulatory mechanisms are made of
complex interconnections of feedback loops often described
by bloc diagrams. In this research, our goal is to understand
how entrainment and synchronization, two important system
properties of biological oscillators, depend on the circuitry
of these bloc diagrams. The general idea is illustrated on a
particular model of cell mitosis [1].

2 Circuitry of oscillators

A single two-component negative feedback system can ex-
hibit damped oscillations but will inevitably approach a sta-
ble steady state. Some aspect of the circuit must be altered
to convert it into a sustained oscillator. Two basic types of
bloc diagrams have been proposed for biological oscillators.

One type contains only negative feedback loop. With suf-
ficient phase delay in the feedback loop, the system repeat-
edly overshoots and undershoots its steady state, leading to
sustained oscillations [2, 3].

A second type of bloc diagrams contains both positive and
negative feedback loops. The positive-feedback loop cre-
ates a bistable system (a toggle switch) and the negative-
feedback loop drives the system back and forth between the
two stable steady states [4, 5].

3 Infinitesimal phase response curve

The infinitesimal phase response curve (iPRC) has proven a
very useful tool to study the input-output properties of oscil-
lators. The start point is a dynamical system of the form
x=f(x)+eu(), xeR™, ()
having for € = 0 a limit cycle attractor Y C R™ with period T
and frequency Q =21 /T, and forced by a weak input € u(t).
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Using an asymptotic method of reduction [6], the system (1)
is transformed into the phase model

6=Q+e0(0) p(r) )

with Q(0) being the iPRC. The iPRC tabulates the transient
change in the cycle period of an oscillator induced by an
infinitesimal perturbation as a function of the phase at which
it is received.

The characterization of this phase model, especially its equi-
libria and their stability, is used to study the entrainment and
the synchronization of the system. The shape of the iPRC
plays thus a leading role in those properties.

4 Shaping the iPRC from the circuitry

We wish to relate the circuitry of the bloc diagram describ-
ing the biological oscillator and its iPRC. We illustrate this
general question on a model of mitotic oscillations abun-
dantly discussed in the literature [1].
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1 Introduction

Midbrain dopaminergic (DA) neurons profoundly influence
behavior by promulgating a reward signal in critical striatal
and forebrain structures. In physiological conditions, these
cells can switch between tonic, irregular, and burst firing
(Grace and Bunney, 1984), which is a critical component of
the signalling (Heien and Wightman, 2006).

A particularity of pacemaker cells such as DA neurons is that
bursting is not expressed endogenously. Indeed, whereas
only regular tonic firing (or pacemaker firing) is observed
in in vitro conditions, glutamate synaptic inputs (such as
NMDA inputs) are required to make the cell to fire in burst.
Moreover, the intra-burst firing frequency is much higher
(about 15hz) then the firing frequency in single-spikes (be-
tween 0.5Hz and 5Hz). This suggests that the system re-
quires two different mechanisms to regulate intra-burst fir-
ing in the one hand (a fast dynamic), and tonic firing, inter-
burst time in the other hand (a slow dynamic). Therefore,
a common model of noise-induced bursting composed of
Hodgkin-Huxley like equations with added stochastic cur-
rents would not be sufficient to describe this behavior.

Finally, it has been shown that an inhibition of a calcium-
activated potassium current (expressed by SK channels) in
in vivo conditions induces burst firing in dopaminergic neu-
rons (Waroux et. al., 2005) and in other non-endogenous
bursting cells, such as serotonergic neurons (Rouchet et. al.,
2008). This suggests a role for the intracellular calcium con-
centration [Ca’*];, dynamic in the regulation of the firing
patterns of this type of cells.

2 Proposed model

A complex model of a dopaminergic neuron was already
developed to fit signalling of DA neurons as well as possi-
ble (Canavier and Landry, 2006). Here, we propose a basic
one-compartmental model that reproduces the mechanisms
that regulates firing patterns of pacemaker cells in general.
This model can be generalized to all cells that can fire either
in tonic firing mode or synaptically induced bursting mode,
spontaneously active or not.

In order to be consistent with the experimental data that we
mentioned above, the model is composed of two dynamics,
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following the common equation

CcV = (1

The fast dynamic includes a sodium current Iy, and a
delayed-rectifier potassium current /g pr. These currents are
responsible for the creation of action potentials. The slow
dynamic describes the fluctuations of [Ca?*];,. Calcium
entries come from a L-Type calcium current Ic, 7, which
is voltage-gated and calcium-regulated, and the calcium is
pumped out of the cell by calcium pumps, which generate an
outward calcium current Icy pump. Synaptic inputs activate
a sodium synaptic current Iyg sy, Which is a depolarizing
current. The background of synaptic activity was modeled
through deterministic and stochastic waveforms. A calcium-
activated potassium current Ix c, was also implemented in
the model.

_Iion

3 Results

The proposed model is able to fire spontaneously in single-
spike at a low frequency, following the calcium waves. In
the presence of synaptic inputs, the modeled neuron can
switch from irregular firing to burst firing when blocking
Ik cq, with a high intra-burst firing frequency. We observed
that burst firing is always accompanied by higher [Ca®*];,
fluctuations.

We analyzed the mechanisms underlying this behavior from
a non linear dynamic point of view, showing that the sys-
tem is able to oscillate only if the level of intracellular cal-
cium concentration is under a critical. We also showed that
this critical value is dependent on the synaptic inputs, this
dependence being attenuated by the presence of a calcium-
activated potassium current.
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Minimally Invasive Surgery

In a master/slave minimally invasive robotic surgery system
(MIRS system), conventional laporascopic surgical instru-
ments are separated into two pieces. The instrument inter-
face is embedded in a master console where it interacts with
the surgeon, the (exchangeable) instrument end-effectors are
incorporated in a slave robot located next to the patient.

The advantage of such a surgical teleoperation system is
twofold. The surgeon will, on one hand, be able to perform
surgical tasks in a more natural, intuitive and ergonomic
way. On the other hand, the patient’s body will experience
less trauma which will result in a shorter recovery time.

Bilateral Control

To reobtain the mechanically lost inferaction between the in-
strument interface and end-effector, both are recoupled via
a virtual link which is simulated by a bilateral controller
which allows for two-way information exchange (in this
case position and/or force in both directions). Today’s com-
mercial systems for robot assisted surgery lack the feedback
of force information which results in a higher mental load
as the surgeon is expected to estimate the interacting forces
continuously based on visual feedback.

The difficulty in enabling a natural coupling lies, from a con-
trol point of view, in (among others) limitations of sensors
and actuators, large uncertainties associated with the (un-
known) operator and (unknown) environment and the possi-
ble compensation of dynamics that may decrease the usabil-
ity of the system as a tool (e.g. large inertias or friction).

MIRS Project at the TU/e

A surgical teleoperation system is currently build at the Me-
chanical Engineering department of the TU/e. The hardware
is developed at the Construction Engineering R&D Lab and
is proceeding towards a first prototype.

Regarding the development of a control architecture that en-
ables force feedback (a ‘haptic controller’) some prelimi-
nary work has been done. A short overview can be given as
follows.
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e There has been done some research towards the es-
timation of external forces (using a disturbance ob-
server) for use with an admittance controller in case
force sensors are not available at either the master
side, slave side or both. A controller was designed
and implemented on a 1 DOF master/slave lab setup.

e Some experiments were done in which the human
lower arm was identified in a specific posture. The
goal was to get insight into the (passive) impedance
to be expected at the master side. See also figure 1 for
an indication of the results.

Bode Diagram

Figure 1: Results of the identification (2 — 60 [Hz]) for the sit-
uation with relaxed muscles. Shown are the individual
operator FRF estimations Yo pr = Z(j plr (black) and mean
FRF (red).

e A first attempt has been made to relate rask execution
performance to controller performance. The main ob-
jective was to identify a threshold related in a certain
representative controller performance measure above
which further improvement of the controller perfor-
mance would not lead to better task execution perfor-
mance. The task was simple free-air positioning (no
force feedback yet). The associated task performance
was based on Fitt’s Law. The controller was a sim-
ple position-error controller implemented on a linear
1 DOF setup featuring air-bearings to control the in-
fluence of friction.
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The main problem in force feedback teleoperation consists
in the design of a stable and transparent controller. While
the fundamental requirement for any control system is sta-
bility, transparency is specific to force feedback teleaper
tion. It characterizes the operator immersion in the remote
environment. Stability and transparency have been exten-
sively studied in the literature [1]. Bilateral controllgyn-
thesis has been considered to simultaneously offer dtabili
and optimal transparency in spite of time delays, plant dis-
turbances, measurements noise and modeling uncertainties
etc. This problem is difficult for two main reasons. Firsg th
slave manipulator interacts with an a priori unknown envi-
ronment. But above all, the interaction between the human
operator and the master manipulator, and the behavior of the
operator are extremely complex to model. To our knowl-
edge, very few methods deal with the search for an auto-
matic synthesis method of the telemanipulation controller
In the current work we propose an auto-tuning method [2]
and a robustness test in order to prove the stability of the
system for variations of both the environment and the user
behavior. Herein we consider the Force-Position scheme.

1 Automatic tuning method of Master controller

We propose to tune the local force controller of master de-
vice with an automatic method based on relay feedback [3].
There are two steps in the method : first, the controller is re-
placed by a relay (Fig. 1), and secondly, the frequency and
the amplitude of the oscillations are measured to derive the
parameters of a PID controller.

Fe( S)

Figure 1: Relay method principle

2 Experimental evaluation

The slave manipulator is a Cartesian robot equipped with
a needle. The environment is composed of a Limbs
and Thing$™ mannequin. The master manipulator is a
PHANToM™ 1.5/6DOF haptic interface. During the relay
34

identification the master robot only interacts with the user
Then the relay is replaced by the synthesized controller and
the slave is connected using the FP teleoperation scheme.
Then the user performs a teleoperated needle insertion into
soft tissue.

3 Robustness analysis

We propose to identify several LTI models of a human oper-
ator and to develop an uncertain model that encompasses all
the identified models. The human arm model can be writ-
ten ask(s) = R (S) — Ya(S) "Vh(s). The uncertain model

is chosen of the shapé,(An,s) = Yho(S)(1+Wh(S)An(S))
whereYpo(s) is the nominal model\W,(s) is a weighting
function and||Ank(S)]| < 1. The slave manipulator inter-
acts with an uncertain environment, that can be modelled
by Fe(s) = (ke + beS) Xe(S) where parametelg andbe vary

over intervals. The results of the robustness analysis are
given in Fig. 2.
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Figure 2: Structured singular valuegt) for the three robustness

tests (plain: upper bounds; dashed: lower bounds)
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1 Introduction
This work rigourously analyzes the stability properties of
the popular Position-Force bilateral teleoperation controller.
Firstly, the existing concepts dfvo-port passivityandab-
solute stabilityare discussed, after which a new method for
stability analysis is presented, referred tooae-port Pas-
sivity.
In the basic configuration of the Position-Force controller,
the control inputs for the motors are:

Tm: _A/.Fe, TS: (K\/S+ Kp)(,LLXm_Xs) (1)
with ¢ andA the position and force scaling factor. The ana-

lysis is based on simple mass-damper models for the master ¢, - ion of the selected™ and the parametelds
e ]

(Mm,Bm) and the slaveMs,Bs). xm andxs are the position
of the master and the slave respectivélyis the measured
interaction force with the environment.

2 Two-port Passivity and Absolute Stability
Two-port Passivity is a sufficient condition for stable inter-
action. Absolute stability is a less conservative sufficient
condition incorporating the structural knowledge that no di-

rect interaction between operator and environment occurs.

However, the authors proved analytically that the Position-
Force controller as defined in the introduction is never pas-
sive nor absolutely stable for non trivial parameters. These
proofs are based on thaisbeck passivity criterioand on
Llewellyn’s absolute stability criteriorespectively.

3 One-port Passivity

The new method is based on combining the dynamics of
the master, slave, controller aadvironment into a one-port
network Yysk,)- The coupled stabilitybetweenany oper-
ator and thevyg,) one-port is now discussed (Figure 1).
Coupled stability can be checked by verifying positive re-
alness of the admittancéyg,) [1]. In order to determine
Ymsike), @n assumption has to be made about the environ-

Through this assumption the admittance of the one-port can
be written as:

Y, _ S(MsS?+(Bs+Ky)s+(Kp+Ke))
MS(Ke) = (M2 +Bms) (MsP+ (Bs-+Ky)s+(Kp+Ke))+ HAKe(KySTKp)

The O (Yugke) (j@)) > 0 condition results in a rather com-
plicated set of analytic conditions on the parameters of the
system. However, the authors found that in most practical
cases, the conditions simplify to the following:

Bm(Bs+ Kv)
A< W
HAS T NekeK2

((BS+KV) KV—ZMSKp+2\/ M§K§+MSK§K6—KPKVBSMS> 3)

Figure 2 shows the effect on the maximum allowetl as a
Bm and
Ky, every time for all other parameters fixed.

1 T

0 2 a 6 8 10

Ko max (Nim) = K_ (kNim) - M (kg) - B, (Ns/m)

Figure 2: Effect KI'® Ms, Bm and Kp on uA™# The nom-
inal parameters are based on an experimental setup:
Ms = 0.6 kg, Kp = 4000N/m, Ky = 80 Ns/m, By, =
3.4Ns/m, Bs = 11 Ns/m. K'"®is set at 1000 /m.

4 Discussion and Conclusions

The inequality (3) shows the incapability of the Position-
Force controller to display arbitrarily large environment

ment. As stated |n[1], pure Springs and pure masses can be stiffnesses. Other fundamental insightS obtained from (3)

considered as thgorstcase environments since their admit-

are: the mass of the slave strongly limits the achievable

. . . . . max i 1
tance is not strictly passive. Since for teleoperation research #A™ an increase of master damping.{ allows larger

displaying stiffnesses is in most cases more relevant, the en-

vironment considered here is a pure sprikg)(

X m - X‘\
- <«
+ +
Human Teleoperation .
Operator Fh System Fe Environment
—O— o
' |
Y
Yosixe)

Figure 1: A one-port networkvyg,) representation of a com-
bined teleoperator-environment system.
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uAm* and also a tighter position loop at the slave allows
larger uA™®* (when the damping ratio is kept constant). In
future work the same systematic approach will be followed
to analyze other more general teleoperation controlfers.
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1 Abstract ||l < 1. The transformation matricés, andTs are re-
Controller synthesis for teleoperation boils down to mak- sponsible for the transition towards wave variables. Tire ge
ing an adequate trade-off between performance and syabilit ~ eralized plan® includesT, andTs as well as the other ele-
By incorporating more knowledge of the system or its inter- ments pertaining to master and slavé, theory allows then
acting elements, performance can be gained without com- tO derive a controlleK that minimizes a weighted set of
promising stability. Compared to 2- and 3-channel schemes, performance objectiveg,« and control penalties, in the
4-channel controllers, using force and displacement &gna  presence of the bounded uncertaiftg.
measured at both master and slave, are inherently more pow- 3 Introduction of operator/environment bounds.
erful. However, the substantial amount of parameters in- Teleoperation controllers designed according to the pas-
volved in these systems, complicates their understanding, sijvity property tend to be conservative. By including ad-
restraining their practical use. This document advoc&tes t  ditional knowledge of operator/environment, performance
use of 7, theory to take care of parameter tuning and in-  gains could be achieved. In [2], Hashtrudi-Zaad and Sal-
troduces methods to incorporate stability requirements an  cudean showed how passive shunts can be placed around
environmental knowledge into th#?, framework. the teleoperator tanalyze the stability of non-passive con-
trollers interacting with operator/environments with ko
boundaries in impedance. The formalism of section 2 makes
it possible to use the idea of passive shunts symthesize
less conservative controllers with, theory. Fig.2 sketches

2 st controller formulation for teleoperation
Compared to traditional controller design, the designlefte
operation controllers is complicated by the need to guaran-
tee the performance and stability of a system that interacts this for the operator-side. Practicalljy, andTs are refor-

with two largely unknown dynamic elementd) the hu- mulated towardd 7 andT§,, and then inserted int®.
man operator and) the remote environment. A challenge o m e

exists in finding an appropriate way to incorporate these ;
constraints in thes#, controller synthesis. Traditionally, fm—f,f
Jtheory foresees in methods to treat bounded uncertain-

ties. However in a general teleoperation setting, the osly a +
sumption that is being made about the uncertainties is that for
they are passive[1], which implies that their impedances be I L .
long to the right half complex plane. In order to reshape ~ “"° R

these unbounded conditions towaréé, compatible equiv- () Scattering representation (b) Simplified notation
alents, one can reformulate the interaction between teleop Figure 2: Bounds on the operator dynamics.
erator and operator/environment towards a wave-variables 4 Conclusion

form. Fig.1 explains this procedure for a system with 1- This paper introduced a framework to design robust 4-
dimensional master and slave. The operator and environ- channel teleoperatios?;, controllers. Further work will deal
ment are replaced by their scattering fornt, and S, with the practical implications of the presented approach.
for which the passivity property reads afSp|| < 1 and 5 Acknowledgements
This research was supported by a Marie Curie International
;“A Reintegration Grant within the'"? European Community
Age W E[} Framework Programme.
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1 Introduction

Teleoperation consists in performing a remote task with an
electromechanical master-slave device. The master part of
the system is manipulated by the human operator while the
slave part, which is located remotely, reproduces the task
imposed by the master. When force feedback is present at
the master side to make the user feel the interaction forces
between the slave and its environment, one refers to bilateral
teleoperation. In this paper we propose to tune a static output
feedback (SOF) controller for a teleoperation system using
a heuristic approach. Compared to widespread approaches
like H., optimization or p synthesis [1], where the order of
the controller is at least as high as the order of the plant,
a SOF controller can be easily implemented on the system
without requiring order reduction methods.

2 Optimization algorithm

The teleoperation system is characterized by n, (n, > 2)
measured outputs and n, (n, = 2) actuation inputs in the
case of a one degree of freedom system. The SOF control-
ler, which will be denoted K, is therefore a matrix with
K € Ry,

Two cost functions are defined, namely j,(K) and j.(K)
where the first one is related to the performance of the sys-
tem and where the second one is related to its stability mar-
gin. The optimization of these cost functions is performed
iteratively, starting from a stabilizing K°. At each step, the
next controller is calculated using the following algorithm.

K —arg min  d(K,K")
KelD(k¥)

where the function d(K,K*), given by

d(K,Kk)E{ jp(K) = jp(K)  ke=2n+1 ne]N}

]r(K>_jr(Kk) k=2n nelN
is minimized over a subset of IR"**"» defined by

D(K") = {K|jp(K) < jp(K"), jr(K) < jr(K")}

Constraining the optimization to ID(K¥) allows a monotoni-
cal decrease of the cost functions. In practice, the optimiza-
tion is reduced to a one degree of freedom search along a
direction pointing into ID(K¥).

3 Initial solution

Because the optimization problem presents local minima,
numerical experiments will be conducted to investigate the
variation of the performance as a function of the initial
controller setting K°.

4 Comparison with other methods

Our algorithm will be compared in terms of quality of the
solution and computation time with a well-established LMI
approach given in [2].
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1 Introduction

A tele-manipulation chain is composed of a user, a master
system, a communication channel, a slave system and an
environment. In a bilateral tele-manipulation chain the con-
trol algorithm usually tries to synchronize the motions of the
slave device with the motions of the master device enforced
by the user and to reflect the interaction forces between the
slave device and the environment to the user by means of the
master device.

2 Time delays

It is likely to assume that time delays will be present in the
communication channel between the master and slave sys-
tems. Due to these time delays it is not simply possible to ex-
change the power variables (forces and velocities) between
the master and slave system. A direct exchange of these
variables would create “virtual” energy in the presence of
time delays turning the communication channel into an ac-
tive element and this generated energy could let the system
become unstable.

3 Transparency and Stability

An extensive overview of various approaches to the tele-
manipulation problem is given in [1]. Different approaches
are usually compared based on their transparency and stabil-
ity properties.

Transparency relates to how well the complete system is
able to convey to the user the perception of directly inter-
acting with the remote environment. As the time delays in
the communication channel might be unknown and/or time-
varying it is desirable that stability of the system will be
guaranteed in the presence of arbitrary time delays. A solu-
tion to the stability problem with respect to time delays can
be found in the expression of the communication channel in
scattering variables, which makes the system passive. The
power variables are “coded” in such a way that no energy
is virtually generated in the communication channel [2]. A
major criticism on the use of scattering variables is the level
of transparency that can be obtained. During steady state
operation the approriate forces will be reflected, but the tran-
sient response can be heavily distorted.
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4 Proposed algorithm

The presence of time delays will always have a negative
influence on the achievable transparency, but in current
schemes this limit is the result of the fact that both the energy
exchanged between master and slave and the information
which should transmit the haptic behavior for transparency
are transmitted/coded in the same variables.

A two-layer algorithm is therefore proposed that allows the
highest transparency possible whilst guaranteeing passivity
and thus stability in the presence of arbitrary time delays.
The Transparency Layer computes control efforts to satisfy
the goals of the tele-manipulation chain: movement syn-
chronization on the slave side and force reflection on the
master side. The Passivity Layer on the other hand has to
make sure that the commands originating from the Trans-
parency Layer do not violate the passivity condition. The
benefit of this strict seperation in layers is that the imple-
mented strategy to ensure optimal transparency does not de-
pend on the implemented strategy to ensure passivity and

vice versa.
Robot
Interface

Tr qr

Passivity
Layer

Transparency
Layer

L »
Flf17 ‘/I"Tll,‘, :E7ll7

Figure 1: Two layer algorithm
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Itisof crucial importance that drinking water is
safeto drink. A fast and economical way to
monitor the water quality isthrough on-line
continuous methods using e.g. sensors. The
current on-line toxicity sensors have some
limitations e.g. low number of individuals, a
complicated metabolism or alossin accuracy
due to atwo-step translation of the signal. A
better sensor is required to overcome these
limitations [Hasan 2005].

The aim of thisresearch isto develop arobust,
continuous sensor for the integral determination
of (toxic) changesin water quality using
electricity producing bacteria. Electrochemically
active bacteria produce electrical current
dependent on their metabolic state. This current
therefore represents the quality of the water and
can be directly measured. [Kim 2007]
Fluctuations in the water composition will lead
to fluctuationsin electrical current.

The influence of pH, substrate concentration and
anode potential on electrical current production
by bacteria has been tested. The results show that
pH has a mgjor influence on the produced
electrical current even at intermediate levels. The
bacterial metabolism is not influenced at these
levels but pH changes cause achangein
overpotential and thisis clearly seenin the
produced current. Substrate concentrations have
amuch lower impact on the overpotential and
this resultsin a much lower sensitivity of the
sensor for changes in substrate concentration.
Only when the substrate concentration decreases
very much it affects the bacterial metabolism and
so the electrical current.

From the definition of the overpotentia it can be
seen that pH has alarger influence on the
overpotential than the substrate concentration.
The overpotentia is defined as the difference
between the potential of the electron acceptor,
the anode, and the potential of the electron donor,
the reactor medium with substrate in solution.
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V, =V,

overpotential anode Y equilibrium
- RT  ([HCO;]’[H"]°
I= Ranc( *Voverpotential
In which:

Eo = redox potential at standard conditions (V),

R = gas constant (J mol™ K™*)

T = Temperature (K), n = number of electron
involved in thereaction (-), F = Faradays
constant (C mol™), S = substrate concentration,
during the experiments acetate was used (mol 1),
Ranct = @nodic charge transfer resistance, | =
electrical current (A),

The anode potential islinearly related to the
electrical current when it changesinarangein
which bacteria can easily adapt. A further
increase in anode potential will not lead to an
increase in electrical current because bacteria can
not adapt.

These results show that controlling the
overpotential is very important for the control of
the sensor in order to distinguish between
changesin toxic levels and changesin other
environmental parameters in water.

Future research focuses on understanding the
mechanisms that build up the overpotential and
to model these as to arrive at a model-based
toxicity sensor that includes fault-detection
algorithms for reliable determination of a
toxicity event.

Hasan, J., D. Goldbloom-Helzner, et a. (2005).
Technologies and Techniques for Early Warning
Systems to Monitor and Evaluate Drinking
Water Quality: A State-of-the-Art Review

Kim, M., M. S. Hyun, et al. (2007). "A novel
biomonitoring system using microbial fuel cells."
Journal of environmental monitoring 9: 1323-
1328.
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Abstract

An essential part of systems biology is dynamic modelling
and mathematical analysis, whereby the behaviour of the
models depends crucially on its kinetic parameters. Often

these parameters can not be measured directly, and must be

estimated from indirect measurements, usually in the form
of time course data. In spite of numerous estimation meth-
ods in the literature, there seems to be a lack of accurate and
reliable estimation methods. Certain particularities iof b
logical systems, such as nonlinearity, high number of com-
ponents and sparse, noisy measurements hinder the straight
forward application of common systems theoretical meth-
ods (1).

Some of these biological particularities can be exploited i
orderto develop methods that are particularly tailoredade b
logical systems. Earlier work demonstrated that usingstru
tural information only, systems of biochemical reactioas c

be transformed into a parameter independent form (2; 1).
The next step is to estimate the transformed state trajector
from time course measurements using a suitable observer.
Earlier designs required expensive Lie-algebraic computa
tions (3). Here we present an alternative design based on
a dissipativity argument. Advantages of the dissipative ap
proach are its flexibility and generality.

The method considers reaction kinetic systems of the form

Ec:Nv

—c=NV(c k K),

y =h(c; k,K),

wherec denotes the vector of species concentratibht)e
stoichiometric matrix angy the measurement. The vector
of reaction rates, is a nonlinear function depending on un-
known kinetic parametelsK:

cVii
Vi=k———.
i=k KMi 4 c'ii

After the system is transformed into a parameter indepen-
dent form (1), a dissipative observer estimates the traijgct
in the new coordinates, from which the parameters can be
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calculated easily. The dissipative observer is based os-a di
section of the system into a linear and nonlinear part and
takes the form

d
P Ax+ LAY+ W(x+ NAy),
whereA andW describe the linear and nonlinear part of the
systemx denotes the state estimadsy, the output error and

L andN the observer gain matrices to be designed.

Based on a dissipativity argument we present several suf-
ficient conditions such that the design problem can be for-
mulated in terms of linear matrix inequalities. These mxatri
inequalities are well studied and efficient computatioridoo
are available to solve them. The result is a globally con-
vergent observer, that guarantees the uniqueness of tee sta
estimate, and subsequently the parameter estimate.

Summarising, the method recast the estimation of kinetic
parameters into a state observation problem of an extended
system. Using structural information only, an extended sys
tem model can be derived that is independent of the parame-
ters and in Lure form. This special structure is advantageou
for using a dissipative observer approach. Several sufficie
conditions are presented that simplify the design of a dissi
pative observer.
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1 Introduction

The simultaneous estimation of unmeasured state variables
and unknown inputs is particularly relevant in environmen-
tal applications, such as biological wastewater treatment or
culture of microalgae in open environments. In this paper, a
linear Quasi-Unknown Input Observer (QUIO) is designed
and applied to state and input reconstruction in a continuous
culture of the marine microalga Dunaliella tertiolecta, which
has the following dynamics [1]

, _ k

X(t)=—d(t)X(t)+ 0 (l — W%)X(z)
S _

) = Pms<,)(7t+)ks —,LL(Q(Z‘) _kQ)
S(t) =d (1) [Sin (1) = S ()] — Pyt X (1)

where X : biovolume; Q : internal quota (the quantity of

nitrogen per unit of biovolume); S : substrate (inorganic ni-

trogen) concentration; S;, : input substrate concentration;
d (t) : dilution rate. Terms ks, p,,, il and kg are constant.

ey

Q-

The QUIO [2] receives its name from the fact that in addition
to the decoupling of the effect of the unknown input to the
estimated states, some features of the unknown input are in-
deed known (and then can be called quasi-unknown inputs)
and can be included in the design by means of an exosystem.
The present study extends the procedure presented in [2] to
the simultaneous estimation of states and inputs.

2 Methodology and Results

Consider that model (1) is linearized around an steady-state
operation point. A linear framework is suitable for this class

Xp =Apxp+Bpu+D,w, Xe =AeXe + D,v,

y=Cpxp, w = CeX,,
z2p = Gpxp Ze = GeX,
Xqg =Auxq+Bsu+D,v
Augmented " ; at Bat+ Da,
system: T
y Za = GaXg,

of bioprocesses operated in continuous mode as a lineariza-
tion around an operating point is valid and sufficiently ro-
bust. The dilution rate is the quasi-unknown input since it

'E. Rocha-Cézatl is currently on leave from the Departamento de
Ingenieria Mecatrénica. Universidad Nacional Auténoma de México.
edmundor@dctrl.fi-b.unam.mx

41

10

5 x 10 ‘ ‘ ‘
3 S ity
5
= ?’W
X 2
0 ‘ ‘ ‘
0 10 20 30 40
~ 100 T T .
= 50 s 1
S e ———
50 ‘ ‘ ‘
0 10 20 30 40
(=] T T T
9%E s i 1
x 3
g
0 ‘ ‘ ‘
3% 10 20 30 40
2 : : :
= MW
31 1
=) 7 P *
0 10 20 30 40
Time (days)

Figure 1: Solid lines: estimated variables. Stars: measurements.

is considered that is piecewise constant (step-like) and then
A,=0,D,=0,C, =1, G, = 1. By measuring X, estima-
tions of states S, Q and input d(¢) are obtained. With the
plant (left) and the exosystem (right) an augmented system
can be formed, that ist = [ x]T,, xeT ]zz = [ z,T,, zeT }

The design of the observer was made in a similar way than
in [2] and simulation results as well as off-line processing of
real data obtained from a laboratory setup [1] demonstrate
the performance of the method (Figure 1).

The estimate of S seems to be good qualitatively; however it
is noisy. The estimations of Q and d(r) are very satisfactory.
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1 Introduction
In predictive microbiology, mathematical models are devel

3 Results
Smulation study. A comparison of the optimization strate-

oped to describe and predict the behavior of microorganisms gies is based on a simulation study consisting of three steps

in food. Reliable model predictions ask for accurate model
parameters with good statistical properties. This work ex-
ploits optimal experiment design for parameter estimation
(OEDI/PE) for the identification of the Cardinal Tempera-
ture Model with Inflection (CTMI)[1]. This kinetic model
describes the effect of temperature on the microbial growth

(i) D-optimal experiments are designed for a selected tem-
perature profile parameterizatiofi) Corresponding growth
curves are simulated based on the true parameters. During
simulation, an error, equal to the measurement error vari-
ance, is added mimicking the variability on experimental
data due to measurement errors and biological variability.

rate and encloses four parameters. For the estimation of the (iii) Parameters are identified from the resulting experimen-
parameters, three OED/PE strategies are considered. In atal data via the minimization of the sum of squared errors.

first approach, the four parameters are estimated simultane
ously from one optimal experiment. In the other strategies,

Based on identical nominal valuep®}, the procedure is
repeated for three sets of true paramet@ry.( For the

each design focuses on two parameters such that six opti- SIOED/PE and the GIOED/PE strategy, optimal experi-
mal experiments are obtained. The parameters are then es-ments are calculated with respect to the nominal values. For
timated from the experiments in a sequential or global way. SeOED/PE, optimal temperature profiles are designed and
In this work, the three design strategies are evaluateddbase parameters estimated for a selected order of parameter com-
on a simulation study. binations. During optimal design and parameter identifica-
tion of (p1, p2), the remaining parametergy ps) are set at
their latest estimates. The order of parameter couples opti
mized is different for the three replicates.

2 Simultaneous, sequential and global OED/PE

In the simultaneous strategy (SIOED/PE), one optimal ex-
periment is designed from which all model parameters
are estimated simultaneously. In tsequential strategy
(SeOED/PE), the problem is reformulated as a series of two-
parameter estimation problems. Taking the CTMI model
with four parameters, the approach works as follows. A
first optimal experiment focuses on the estimation of pa-
rametersp; and p, while consideringps and p4 perfectly SIOED/PE only requires the implementation of one experi-
known. After implementation of this experimen, and p, ment, this method seems most suitable. However, estimating
are estimated. Nominal parameters are updated and a newthe four parameters from one experiment makes the proce-
optimal design round is applied, e.g., aimed at the accurate dure rather sensitive for experimental errors.

estimation ofp, and pz. At the end of the cycle six experi-

ments are performed and each parameter is considered three Acknowledgments
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designs. Moreover, the advantage of taking into account L Rosso. JR. Lobry’RS‘ffEnggsan 4 J.P. Flandrois (L95&e-

_several e.xperiments is that the V"_iriabi"ty of the system is  pient model to describe the combined effects of temperaang pH on
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Results.  Generally, parameter values derived via the
SeOED/PE approach deviate more from the true parameters
than the simultaneous and global strategy estimates. Both
SIOED/PE and GIOED/PE render values very clos@’to

and differentiating between the two methods is difficult. As
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Keywords less this work focuses on Kalman Filter variants. Extended
o ) ) Kalman filter (EKF), a variant of the Kalman filter used in
Batch crystallization, Population balance equation, Real npoplinear applications, is widely used in the chemical in-

time control, Stochastic process, Kalman filter dustry with several results proving that it generally perfs
well. In the course of several years more Kalman filter vari-
Abstract ants have appeared, research carried out in this area points

L ) ) towards enhancing properties of the original filter.
Batch crystallization is often used for production of high p

rity, high added-value materials with tight specificatiams In this study, two filters, namely the Unscented Kalman filter
crystal properties, i.e. size, purity and morphology. Idesr (UKF) [1] and the Ensemble Kalman filter (EnKF) [2], are
to meet these requirements, an effective control strategy i studied in a more detailed manner than other variants since
needed. they are regarded as improvements over the EKF. The filters
are first applied to a moment model pertaining to a 75-liter
draft tube crystallizer in order to investigate the perfance

of the filters in terms of the estimation accuracy, as well
as computational burden; the moment model is a reduced
order model obtained from a full population balance equa-
tion. The filters are then assessed in terms of their closed-
loop performance, namely their capability to deal with plan
model imperfections, uncertain initial conditions andulis
bance handling.

Real-time model-based control of batch crystallizatioo- pr
cesses requires estimation of the state of the system attee st
vector contains all relevant information required to deser

the system under investigation while the output vector rep-
resents measurements that are related to the state vestor. E
timation is performed using a sequence of inputs and output
measurements made on the system and used in parallel with
a model of the system. Building a model of a system re-
quires understanding the physics behind the crystalinati

phenomena, unfortunately real-life systems may presentbe |, 4 |ater stage the filters will be applied to a full populatio

havior which is not fully understood. This lack of knowl-  pajance equation representing an industrial 1100-litaftdr
edge, in addition to the presence of process disturbanaes th  pe paffle crystallizer.

often exhibit random behavior, lead to the necessity of cre-

ating a stochastic model.
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As the importance of an observer has been highlighted, this
work is intended to present up to date information about
theory and applications of stochastic observers in the-crys
tallization process industry. It should be noted that diffe

ent types of observers can be found in literature; neverthe-
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1 Introduction

Individual-based modelling (IbM) is widely applied in a
number of disciplines, e.g., economy, astronomy, ecology.
Recently, IbM is introduced in the field of predictive micro-
biology. Predictive microbiology is a scientific discipin
that aims to condense mathematical and biological knowl-
edge in models describing microbial dynamics (growth, sur-
vival and inactivation) in a wide range of environmental-€on
ditions. Traditionally, microbial growth is modelled from
a macroscopic viewpoint by describing the dynamics of a
population parameter (e.g., total cell number) in functibn
time. These models are able to predict microbial dynamics
under uncomplicated environmental conditions, but fail to
provide accurate predictions when more complex situations
occur. Individual-based modelling considers the indiaidu
cell as the modeling unit, circumventing some of these lim-
itations and complementing the traditional approach. Nev-
ertheless, the IbM methodology is still lacking a generic se
of tools for model analysis. Model analysis is an important
step in the individual-based modeling cycle. In Grimm et al.
[1], techniques for IbM model analysis are proposed. This
research applies some of the techniques presented, &e., st
tistical techniques and robustness analysis, to a basic IbM

2 Materials and methods

M ode€

The IbM is designed to model microbial growth dynamics
(i.e., lag and exponential phase) in a rich homogeneous lig-
uid medium. It will be the core of a more complex IbM
modelling complex microbial dynamics, such as, adaptive
behaviour (lag phase), dynamics in structured food and in-
terspecies interactions. The model defines rules for the ind
vidual behaviour of the bacteria, e.g., growth and repreduc
tion. In a rich and homogeneous liquid medium, substrate
depletion does not take place and diffusion of substratés an
substrate limitation can be ignored. Thus, these aspeets ar
not included.

Model Analysis

Model analysis includes learning about the behaviour of the
model and the system modelled. IbMs tend to be more com-
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plex than classical macroscopic models and are therefore
more difficult to understand and learn from. In this study, in
formation is gathered about how the model reacts to changes
in the model structure induced by, e.g., different hypothe-
ses about cell division. This is done by a robustness analy-
sis. Robustness analysis is similar to conventional sensit

ity analysis only a larger range of parameter values is con-
sidered. Not only parameter values are considered, also the
outcome of different hypotheses defining the model is eval-
uated. This analysis provides information about the model
and the system modelled. Statistical techniques are used to
concisely summarise the data and to compare the different
model outcomes.

The model structure is validated by qualitative compari-
son of the different model outcomes with experimental data
found in literature.

3 Reaultsand Conclusions

By comparing the different model outcomes to each other
guantitatively and to experimental data in literature gaal
tively, a thorough understanding of the model and the system
modelled is attained. The analysis reveals the importafice o
model structure characteristics, such as the time stegdas
on the results, some design considerations are formulated.
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Abstract

Numerous domains like data mining, machine learning and
data analysis have, nowadays, to deal with high dimensional
data. The complex structure of such data makes difficult
their comprehension and the extraction of relevant informa-
tion. It is thus of primary importance to develop analysis
tools like projection methods that are aimed at visualizing
high dimensional data [2].

Projection methods try to minimize the loss of information
between the high dimensional data and the projected ones.
This work defines the loss of information by the mean of a
pairwise distance criterion [2]. However, the data projection
methods have to deal with a compromise between trustwor-
thiness and continuity [4], meaning the risk of flattening and
tearing the projection, respectively.

In general, nonlinear projection methods cannot perfectly
reach these two objectives simultaneously without strong
and often unrealistic hypotheses on the data. This work de-
fines a pairwise distance criterion (1) that implements and
controls this trade-off by the introduction of a user-defined
parameter A € [0,1] [5]:

N—1 N Di‘_si'z Di'_5i'2
f = Zlgl( JD.j j) —‘r(l—l)( 157 /) )(1)
i=1 j>i I !

where D;; is the distance between the data i and j in the orig-
inal space, §;; is the corresponding distance in the projection
space and N is the number of data.

However, most current developments aiming at visualiz-
ing data project the latter in the Euclidean two-dimensional
space. By trying to project on more complex manifolds
embedded in a three-dimensional space, we hope that both
the trustworthiness and the continuity of the projection can
be substantially improved. For example, projecting on a
sphere, on a torus or on a cylinder can be more adapted to
some more complex structures of data, specially when the
data distribution intercepts itself.

The projection is thus achieved by minimizing the criterion
(1) on a manifold with respect to the corresponding opti-
mization theory [1]. The gradient descent principle is then
adapted to project data living in a three-dimensional space,
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with an additional constraint that they have to belong to a
two-dimensional manifold. Briefly summarized, the method
includes four main steps. The first one consists in the eval-
uation of the gradient of the criterion. To take into account
the manifold constraint, the gradient is then projected on the
tangent space. The current locations can thus be translated
in this search direction where the step size is determined by
the Armijo rule [1]. To ensure that points stay on the man-
ifold after the steepest descent, the last step consists in a
deterministic retraction on the manifold [1]. The steps are
repeated until convergence.

Preliminary experiments show the adequacy of the proposed
procedure to complex data that are difficult to project di-
rectly in an Euclidean two-dimensional space.

The ideas of this paper are detailed in [3].
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Abstract between the two conflicting goals mentioned above. When

Given data points py,...,py on a manifold # and time
instants 0 =ty < t; < ... <ty = 1, we consider the problem
of finding the curve 'y on . that best approximates the data
points at the given instants. In this work, 7 is expressed as
the curve that minimizes the weighted sum of a least-squares
term penalizing the lack of fitting to the data points and a
regularity term defined as the mean squared velocity of the
curve. The optimization task is carried out by means of a
steepest-descent algorithm on the set of continuous paths on
M. The steepest-descent direction, defined in the sense of
the Palais metric, is shown to admit a simple formula based
on parallel translation.

1 Introduction

1.1 Motivation

Let po,p1,...,pn be a finite set of points in R”, or more
generally on a Riemannian manifold .#, and let 0 = 1y <
t; < ... <ty =1 be different instants of time. The problem
of fitting a curve 7y in .# to the given points at the given
times involves two goals of conflicting nature. The first goal
is that the curve should fit the data as well as possible, e.g.,
in the sense of the functional E,; defined by:

N
Eq(y) =Y d&*(v(t:), pi),
i=0

where d denotes the geodesic distance function on the Rie-
mannian manifold .#. (In the case where .# is the Eu-
clidean space R" endowed with its canonical metric, E;(7)
is simply YN, |l7(t;) — pil|>, where |- || denotes the Eu-
clidean norm). The second goal is that the curve should be
sufficiently “regular”, in certain sense, e.g., the length of the
curve should be as small as possible, or the changes in ve-
locity should be minimized.

1.2 Our approach
In the spirit of the work of Machado and Leite [ML06], we
consider the problem of minimizing a functional of the form:

E: T—R
Y= E(y) =Eq(y)+AE(Y)
where I" denotes the set of all continuous paths on ./Z, i.e.,
T={y:[0,1] ».#|yec’, (1)

and where A is a positive real constant, termed regularity
parameter. The parameter A makes it possible to mitigate

A is large, the emphasis is laid on the regularity condition
and less so on the fitting condition, whereas when A is small,
the fitting condition dominates. Observe that there is no con-
straint on 7 further than belonging to I

In [MLO6], the regularity cost function E; is chosen as

RCER= o
o \d?’de2 [,

where (-,-), denotes the Riemannian metric at x € .# and
%227’ denotes the covariant derivative of the velocity vector

field, 7, along 7. This is a natural generalization to manifolds
endowed with an affine connection. The choice of (2) is mo-
tivated by the fact that cubic splines in R” can be viewed as
extrema under the interpolation condition. The main result
in [MLO06] is to give a necessary condition of optimality for
Y to be a minimizer of E; + AE;. The necessary condition
takes the form of a fourth-order ordinary differential equa-
tion for Y involving the covariant derivative and the curva-
ture tensor.

In summary, the function to be minimized, in this work, is

E:T'—R:ym E(y) = Ea(y) + AE(7)
N
D NGLONAETY RUTGRTOINAE
i=0 0

Other forms of E;, such as (2) will be considered in
later work. A major advantage of using the Palais metric
[SSDKOS] in this context is that the gradient of £ (whose
negative provides the steepest-descent direction) admits a
simple expression involving the parallel translation on the
manifold .#. The step size of the steepest-descent iteration
is selected using an Armijo backtracking procedure, but any
other efficient step size selection method would have been
suitable.
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1 Introduction

In many applications in engineering and numerical linear al-
gebra one is faced with an optimization problem, i.e. the
minimization of a cost function, over state space which has
the structure of a nonlinear smooth manifold. In many of
these applications the state space is a classical manifold with
a well-understood geometry like e.g. the compact Stiefel
manifold or one of the classical matrix groups. In the last
two decades there has been a considerable interest to de-
velop algorithms which exploit the geometry of the under-
lying manifold, see [1, 2] for an overview of some results in
this area. However, these approaches have mainly focused
on smooth cost functions and problems with nonsmooth cost
functions have received only very limited attention.

2 Nonsmooth optimization on manifolds

Nonsmooth cost functions arise naturally in many problems
and applications, e.g. as a minmax cost function for opti-
mal packings on the Grassmann manifold [4] or as eigen-
value functions [3]. A standard approach to problems with
a nonsmooth cost function is approximate the cost with a
sequence of smooth cost functions and apply the algorithms
for smooth cost functions to these approximations. How-
ever, this approach can be computationally expensive and
can lead to ill-conditioned problems.

Alternatively one can extend nonsmooth algorithms from
Euclidean space to manifolds, an approach which has been
applied with great success in the case of smooth cost func-
tions. Generalizations of the subgradient to Riemannian
manifolds [5, 6], can be used to construct subgradient-type
iterations for convex [5] and nonconvex functions [4]. In a
similar way the generalized Newton method on Euclidean
space can be extended to Riemmannian manifolds [7]. Re-
cent results have demonstrated that for submanifolds of Eu-
clidean space more efficient algorithms can be obtained for
convex functions by using the geometry of the embedding
space [8].

In Euclidean space some shortcomings of subgradient algo-
rithms for convex functions can be overcome by extending
these algorithms to €-subgradients [9]. This motivates us to
consider generalizations of such g-subgradient algorithms to
Riemannian manifolds. Here, we follow the embedding ap-
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proach and focus on submanifolds of Euclidean space. The
embedding is used to derive an €-subgradient on the man-
ifold from the e-subgradient in the embedding space. We
propose €-subgradient descent algorithm on the manifold
and illustrate it by an example.
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1 Introduction

The stabilization of systems with control laws having a
smaller amount of free variables than the system’s dimen-
sion is a difficult problem, and optimizing the stability ro-
bustness is even more challenging. In particular, given a
plant matrixA, a control matrixB and an observer matr@

that are all dependent on some parameter vd€iave are
interested in finding values fét such that

1. the system matrif is stable,
2. theH,-norm of the system’s transfer functidn
T(sK) = C(K) (8l —A(K))*B(K),
is minimal.

It is assumed that the amount of free parameters is much
smaller than the system’s dimension, i.e. ith< dim(A),
and that(A,B) is controllable andC, A) is observable.

Concisely put, we want to solve the minimization problem
min[ T(s:K)|1,
over the set of stabilizing&. TheH,-norm, defined as
1 /> . B
IT(SK)IE, = 5 [ TT(0K) T(j0K) do,

is a smooth function and thus relatively easy to optimize.
For theH,-norm to exist however, the system matfixnust

be stable, i.e. all its eigenvalues must reside in the Idft ha
complex plane. This is equivalent to demanding that the real
part of the rightmost eigenvalue & the so-called spec-
tral abscissar (A), be negative. Objective functions derived
from a(A) unfortunately are in general not smooth, so one
typically ends up with a nonsmooth optimization problem
for the stabilization.

Recently, several nonsmooth optimization approaches have

been devised to overcome this difficulty. These methods
then result in a two stage approach for theminimization
problem, with a first step that stabilizes the system, and a
second step that subsequently robustifies the system.

48

We present a framework that, making use of the smoothed
spectral abscissa [1], uses only smooth optimization tech-
nigues to stabilize a system. If desired, the method can also
be adapted to optimize th&-norm, which is performedin a
way simultaneously with the stabilization, thus withoutha

ing to worry about the (nonsmooth) first step of the tradi-
tional two-stage approach.

2 Stabilization and optimal Ho-design

The method is based on the smoothed spectral abscissa. This
stability measure, denoted iy, is defined as the shiét for
which it holds that the functiorf

f(A,B,C,0) :==||C(sl — (A—al)) B[, (1)

is equal tos 1. The functionf is nothing else than thid,-
norm of ashifted transfer function. The larger the shit,

the easier this function is to optimize. We therefore do a
series of optimizations with decreasiog where the new,
smallero is computed as a smoothed spectral abscissa. The
algorithm looks as follows.

Algorithm 1 OptimalH, algorithm
Require: E > 1, ¢ > 0, initial K*, 0 = +
1: whileog > 0do
2: 0« ag(A(K*))
3 Solve

f* rrEn f(A,B,C,max{o,0})

with K* as initial guess foK.
4:  UpdateK* with the minimizer of step 1.
5. Decrease: € — ¢/E
6: end while
7: return f* and corresponding minimizé&*

By putting simply o instead of ma%o,0} on line 3, the
algorithm reduces to a pure stabilization method.
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1 Abstract

We consider the computation of tb&, norm of the stable
transfer functiorG,

m -1
G(jw)=C (jwl AO'Z‘Aie—JwTi> B+ De i@T (1)

where the system matrices g#&,B,C,D), i =0,...,mare
real-valued and the time delaydy, ..., Tm), are real num-
bers.

The following theorem is used to compute tb&, norm of
a transfer function in the finite dimensional case.

Theorem 1.1[1] Let & > O be such that the matrix
R=£&2—D'D is non-singular. Forw > 0, the matrix
G(jw) = C(jwl —A)~B+D has a singular value equal
to & ifand only ifA = jwis the imaginary eigenvalue of the
Hamiltonian matrix

|Gl =sup{& > O|H; has eigenvalue on the imaginary axis

H. A+BRIDTC BR1BT
¢~ | -CT1+DRIDT)C —(A+BRIDTC)

Hence the%, norm of G can be defined as

Based on this fact, a numerical method is given to calculate
e norm of finite dimensional systems converging quadrat-
ically [2].

In this talk, we extend the computation 6t norm to
the time-delay systems with the transfer function represen
tation (1). The relation between the singular value of the
transfer function and the corresponding Hamiltonian matri
is valid. Leté > 0 be such that the matrix

D¢ :=D'D- &2

is non-singular. Fow > 0, the matrixG(jw) has a singular
value equal tcf if and only if A = jw is a solution of the
equation
detHg (A) =0, 2
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where
He(A):=Al-Mo — m (M_e,ArUrM__e,\ri)
i; ' !
LD

whereMg, N, N_; andM;, M_j i =1,...,mdepends orf
and the system matrices in (1).

We show that the nonlinear eigenvalue problem (2) is
equivalent to a linear eigenvalue problem of the in-
finite dimensional Hamiltonian operataf; on X .=

% (|—Tmax, Tmax,C2") which is defined by

2(Z) = {eeX: ¢eX, ¢(0)=Mop0)+
__i('\/'i(l)(—ﬁ) +M-ig(Ti)) +Nep(—To) + N—1(P(To)} ;
gg Qo = (0/

Our approach consists of two steps. In the first step inspired
by Theorem 1.1, we compute using the method presented in

(2]

max{& > O\ZEN has eigenvalue on the imaginary axis

Where.,iﬂ(sN is @ matrix approximatingZ; under mild condi-

tions. This problem can be interpreted as computing/#tie
norm of an approximation d.

In the second step, the approximated results are corrected
using Newton iteration on a set of equations which are ob-
tained from the nonlinear eigenvalue problem (2) and char-
acterize the peaks in the singular value plot.
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1 Introduction

In high-speed milling §ism), the occurrence of chatter vi-
brations limits the performance of the milling process. The
occurrence of chatter results in heavy vibrations of the cut
ter, increased wear of the cutter, noise and an inferior work
piece quality, see Figure 1. Stability of the milling proges
is characterised in so-called Stability Lobes Diagrasj

in which the stability boundary is given in terms of two pro-
cess parameters: the spindle-spedd 1/1, with delay,
and depth of cuéy.

*’5‘

Figure 1: Workpiece without (left) and with (right) chatter marks.

2 Approach

Here, a method is presented to determine robust stability fo
a certain range in spindle speeds. The uncertain system
is represented as a feedback interconnection between the
nominal milling system, using a linear cutting force model,
F = apH(v(t) — v(t — 1)), and machine dynamics model,
X = AX(t) +BF(t), v(t) = Cx(t), see [1], yielding
X(t) = Aox(t) + Awx(t — ),
v(t) = Cx(t),
whereAq = A+apBHC, Ay = —a,BHC, and uncertainties
dap anddt, in the depth-of-cut and delay, respectively. Us-

ing stability characterisations as in [2], it can be coneldid
that the system is robustly stable if

1)

1A]e < (suppaP(jw))*, )
w>0
wherep, is the structured singular value of
o Cs _ B _sr7—1
P(S)_lics(l_esr):| [Sl Ao—Ase ]
W o o (3)
o 4o (2
with respect to uncertainty
e*ST(lfe*S‘ST)
A(s) = Wy ——5—1I 0 . 4
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Weighting factors are chosen &g = 1/3Tmax andw, =
1/dap max With dTmax andda, max indicating the area in the
sLD for which stability should be assessed.

3 Results

Norm-bounded stability criteria, as used above, introduce
conservatism. Therefore, the approach is comparedtma
determined via the semi-discretisation method, see [1]. Re
sults are depicted in Figure 2 far, = 4.0945. 10, w, =
1.040. It can be seen that the proposed strategy very well
predicts a stability region, i.e. the rectangle (almosigtes

the sLD at the corner points. Moreover, since there is no
need to calculate the entig D this strategy for robust sta-
bility analysis is computationally efficient.

3l
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Figure 2: sLD and calculated norm-based stability region.

4 Conclusions

An approach for robust stability assessment for the high-
speed milling process is presented. Future work includes th
development of controllers that stabilise a predefinedregi
in the stability lobes diagram.
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1 Introduction
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3 L, systems/ behaviors

Control systems that are designed from models described by A solution to this problem can be given usifg systems:

partial differential equations (PDE’s) often follow eithef

two popular design strategies. The first one being a con-
trol synthesis procedure on the basis of a low order plant
that is obtained by applying a popular model reduction tech-
nigue on a high-order discretization of the (spatial) config
uration space of the PDE. The technique therefore implies
a reduction followed by an optimization. The second one
involves a controller synthesis on the basis of a high reso-
lution discretization of the PDE and is followed by a reduc-
tion of the controller itself. Although both techniqus lead
to low order controllers, a major disadvantage of either of

> = (C,W,B), whereC indicates that we work in the fre-
guency domainyV is the space where the (interconnection)
variables of the system, denotedvascan take their values
(e.g.w(s) € CV) andB is theL, behavior of the system. We
consider special; systems represented as kernels of (anti-
stable) rational operato®c RH__ (as in [3]) by setting:

B={we Ly | R(s)w(s) =0} =ker R(s),

This differs from “classical” behaviors [2], where polyno-
mial differential operators are used and where the trajecto
ries are in the time domain. Some advantages of using ra-

these techniques is the lack of guarantees that can be giventional operators for behaviors are that there exists a kelcu

on closed-loop performance, on closed-loop stability amd o
robustness of the design.

2 Controller synthesis problem

Our approach starts by describing the desirable closqul-loo
objectives as a dynamical system, which will have a higher
complexity than the plant. Model reduction results in an ap-
proximationZg, which contains almost the same dynamical
properties as the full-order model. This model will be used
in the controller synthesis problem (depicted in Figure 1):
Given: a complex model for the plarEp and a reduced-
order model for the desired closed-loop objecti¥gs

Find (if they exist): all possible controllers with low com-
plexity 2¢ such that the interconnection of the full-order
plant and one of the found controllers result&jn

Because the controller is obtained from the reduced-order
closed-loop objectives, one preserves the desired gesasnt
when the interconnection with the real plant is made.

Givenn ——| 2p [— 2K
Plant Closed-loop objectives
— ZP [

Find: such that
U=E [ ]

2c

Controller Interconnected situation
Figure 1: PF: GivenZp andZk. FindZc such thaEp A 3¢ = 3k.
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on Hardy spaces, it is possible to use projections and that
it allows us to use state space calculus, which is desired in
algorithms.

4 Algorithms

In this presentation, we address the problems of existence
and complete parametrization of all, controller behav-
iors C (of the controllerZc) such that the interconnection
with the plantZp results in the desired closed-loop objec-
tives Zx. We moreover give explicit algorithms to deter-
mine suchl, controllers and analyze their properties. For
those algorithms, we will make a distinguishment between
two different types of interconnections, namely:

— full interconnection: the closed-loop situation is au-
tonomous, so all variables of the plant are used for the
interconnection with the controller. More details on the
algorithm for this case can be found in [1].

— partial interconnection: the interconnected situation is
not autonomous (as in Figure 1), so disturbances can in-
fluence the closed-loop dynamics. Details of the algo-
rithm for this situation will be part of my presentation.
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1 Introduction

In the design of complex high-tech systems, predictive mod-
els are typically of high order. Model reduction can be used
to obtain a low-order approximation of these models, allow-
ing for efficient analysis or control design. Several method
exist for the reduction of linear systems. Balanced trunca-
tion [1] is among the most popular, since it provides guaran-
tees on both stability and error bounds of the reduced-order
model. Nonlinear model reduction techniques such as non-
linear balancing or proper orthogonal decomposition lack
such an error bound or require simulations of the full-order
model. In this work, (linear) balanced truncation is apgplie
as a tool for model reduction of Lur’e type systems, repre-
senting a specific class of nonlinear systems. Next, condi-
tions for stability of the reduced-order model are statedi an
an error bound is presented.

2 Lur’etypesystems

A Lur’e type systen®, as depicted in Figure 1, consists of
a linear part; and a local nonlinearitg, which is assumed
to be scalar. The linear part, withe R", is described by

X = AX+ Buu+ B\/V7
Z:gy=0Cyx, (1)
z = Cx,

The static nonlinearity is given by= — ¢ (z) and is assumed
to satisfy the incremental sector condition

¢(z) — ¢(z)

n—2

—p< <. (2)
Then, the systerR is absolutely stable (i.e. stable for afry
satisfying (2)) ifA is Hurwitz and the circle criterion condi-
tion ||G/(S)||e < U~ holds, withG,, the transfer function

fromvtoz

3 Model reduction

In order to find a low-order approximakeof 2, the linear
part is reduced using balanced truncation, introducing-an e
ror in the linear dynamics

(&6 23] 129 &)

n
<2y agi=¢, (3)
i=k+1

[ee]
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—p(2)

Figurel: Lure type systen (left) and reduced-order Lur'e type
systemX (right).

with g; the Hankel singular values artgij(s) denoting the
transfer function from to j. Since balancing maintains sta-
bility of the linear part, the nonlinear reduced-order eyst
is guaranteed to be absolutely stable if the original system
satisfies

1G9l < & (4)

The error bound for the total nonlinear system is found by

analyzing the propagation of the error in the linear dynam-

ics, using a contraction property of the nonlinear loop.d;ler

it has to be noted that the same scalar nonlinearity is used

in the reduced-order system. This leads to an error bound
H||Gaul|oo H||Gaul|eo

y(t) = 9(t)[|2 < agl|u(t)]|2, with
14 )
1— u||Galw ( 1 p|[Gallw

Kyl
1 pGalle

Here, the error bound reduces to that of the linear system

whenu = 0. Thus, in the limitu — 0 linear model reduction

is indeed recovered.

a=1+

4 Conclusions and recommendations

A model reduction procedure for Lur'e type systems is pre-
sented, where well-developed linear balancing techniques
are used for reduction. Next, conditions for stability and a
error bound are given. Since the nonlinearity is not explic-
itly taken into account in the model reduction procedure, th
results hold for all nonlinearities satisfying the increrted
sector condition.
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1 Introduction

Typically mathematical models of physical and chemical
processes are large and complex because of complications
and nonlinearities of physical processes. The importance of
mathematical models is evident for optimization and control
purposes. Large rigorous mathematical models are cause of
high computational loads and computational times, restrict-
ing the use of such models for online applications. This
provides the opportunity to use reduced models, which are
match of NL processes within defined ’operational domain’
which can achieve low computational loads and faster sim-
ulation times.

2 Methodology

Block structured models (in particular Hammerstein struc-
ture) have been used for identification purposes efficiently
[1], but have not been used for model reduction purposes.
Block structured models have advantage in approximation
and identification; the approximated or identified block
structures give insight to the complex and complicated pro-
cess, hence providing handle for reduction. In this study,
input-state (I/S) Hammerstein block structure is used for the
approximation and model reduction of NL process.

Initially input-output Hammerstein block structure has been
used for approximation (identification) of NL process [2].
The methodology has been extended to I/S Hammerstein
structure. In this work, it is shown that I/S Hammerstein
structure can be derived by Taylor series expansion (under
trivial assumptions) [3]. Mathematically, I/S Hammerstein
structure is given (as in equation 1 and shown in figure 1);

x=J (X—xs.s)+g(u)

y=Cx (D

where, J = Jacobian; C = output state matrix; y = output;
Xss = g(u) is steady-state scheduling (from lookup table);
X=X ut =u.

The accuracy of the I/S Hammerstein approximation struc-
ture shown in figure 1, is improved by estimating Jacobian
online using state x and input u information [3]. The ac-
curacy of approximation is improved further by including
higher order terms; estimation of Jacobians not only using
(current) state information but also using steady-state infor-
mation. The second order approximation block (I/S Ham-
merstein structure) has been derived from Taylor series [3].
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Figure 1: I/S Hammerstein structure

3 Results & Future Perspective

The methodology developed in this study has been imple-
mented on high purity distillation column. Satisfactory re-
sults are obtained as far as approximation of the NL pro-
cess is concerned. The approximation model has potential
to be reduced (reduction in states and reduction in Jacobian
size). The reduced block structure model is computationally
attractive and reduction in computational load is expected.
The reduced order I/S Hammerstein structure estimated NL
processes adequately [3]. Future work focuses on imple-
mentation of reduced model efficiently in professional en-
vironment such as C++. Further the original and reduced
model has to be compared.
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In financial, medical, and engineering sciences, as well as
in artificial intelligence, variants (or generalizations) of the
following discrete-time optimal control problem arise quite
frequently: a system, characterized by its state-transition
function x,41 = f(x%,u), xx € X, u, €U, f: X xU — X,
should be controlled by using a policy u, = h(t,x;), h:
{0,...,T—1} x X — U so as to maximize a cumulated re-
ward Yo' p(x;,u;), p: X x U — R over a finite horizon
TeN

Different approaches have been proposed for solving this
class of problem, such as dynamic programming [1] and
model predictive control [2], reinforcement learning ap-
proaches [3, 4, 5] or approximate dynamic programming
approaches [6] . Whatever the approach used to derive a
control policy for a given problem, one major question that
remains open today is to ascertain the actual performance of
the derived control policy [7] when applied to the real sys-
tem behind the model or the dataset (or the finger). Indeed,
for many applications, even if it is perhaps not paramount
to have a policy & which is very close to the optimal one, it
is however crucial to be able to guarantee that the consid-
ered policy / leads for some initial states xq to high-enough
cumulated rewards on the real system that is considered.

Motivated by these considerations, we have focused on the
evaluation of control policies on the sole basis of the ac-
tual behaviour of the concerned real system. This has lead
us to develop an approach for computing a lower bound on
the sum of rewards generated by a policy / based on the
sole basis of a sample of one-step system transitions % =
{(ul ! )}‘l‘fl| Each one-step system transition provides
the knowledge of a sample of information (x,u,r,y), named
four-tuple, where y is the state reached after taking action
u in state x and r the instantaneous reward associated with
the transition. The assumptions under which the approach
works are similar to those made usually in the dynamic pro-
gramming literature when studying problems with infinite
state-action spaces: the state and action spaces X and U are
normed and the functions f, p, and & are Lipschitz continu-
ous.

The approach, which is fully detailed in [8], works by iden-
tifying in .% a sequence of T four-tuples [(x/0,u/0, rlo yl0),
(xll’ull’rll)yll)’”_7(xlT—l’ulT—],rlT—I’le—l)] ¢ c
{1,...,]#|}), which maximizes a specific numerical
criterion. This criterion is made of the sum of the T rewards
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corresponding to these four-tuples (Z[T;()l r') and T negative

terms. The negative term corresponding to the four-tuple
(xl,ult 't ¥} of the sequence represents an upper bound
variation of the cumulated rewards over the remaining time
steps that can occur by simulating the system from a state x"
rather than y'-! (with y*~1 = x¢) and by using at time ¢ the
action u" rather than h(z,y"-1). Once this best sequence of
tuples has been identified - something that can be achieved
by using an algorithm whose complexity is linear with
respect to the optimization horizon 7 and quadratic with
respect to the size |.#| of the sample of four-tuples - a
lower bound on the sum of rewards can be computed in a
straightforward way. Furthermore, it can be shown that this
lower bound converges at least linearly towards the true
value of the return with the density of the sample (measured
by the maximal distance of any state-action pair to this
sample).
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1 Introduction

Controller design can be classified into two main methods,
norm based designs and manual loopshaping for SISO sys-
tems. Norm based control design methods are strong in han-
dling uncertainty and closed-loop (CL) performance specifi-
cations giving an optimal or suboptimal controller. However
they require a model of the plant and they usually result in
high order infeasible controllers. Manual loopshaping on
the other hand, does not require a parametric model and the
order of the controller is the choice of the designer. However
this method does not systematically account for closed-loop
performance specifications or uncertainties. Moreover its
success depends on the skills of the engineer.

Quantitative Feedback Theory (QFT),developed by Isaac M.
Horowitz, is a transparent graphical design tool in frequency
domain that offers promising solutions to all above prob-
lems (see [2]). It allows design according to the CL perfor-
mance specifications and it can handle parametric or non-
parametric uncertainties. Order of the resulting controllers
is the choice of the designer. The only disadvantage of tra-
ditional QFT is that there is no systematic design procedure.
The objective of this research is to automate the controller
design procedure of QFT. Once this is done, the new design
procedure has none of the disadvantages listed above. Re-
search has been going on to automate this design step since
it was first suggested by [1]. A very nice summary of the
research history since then can be found in [3].

2 Problem Definition and Method

Given plant model or frequency response coefficients for an
uncertain system, and performance specifications as a dis-
crete mixed sensitivity (MS) problem, the problem is to cal-
culate the allowable parameter space of a fixed structure sta-
bilizing controller. In this research we consider two param-
eter controllers, however we believe it is possible to extend
the suggested method to higher order controller design.

The method can be explained as converting the design specs
in the form of a MS problem into bounds on the parameters
of the controller. MS specs result in quadratic inequalities
(QI’s) in terms of the controller parameters. These QI’s de-
fine bounds in the form of conic sections in controller pa-
rameter space and allow the designer or an optimization al-
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gorithm to choose from the allowable parameter space ac-
cording to the needs of the problem. This conversion, done
per frequency, translates bounds in the traditional Nichols
and/or Nyquist planes into bounds in controller parameter
space.

Uncertainty is accounted for by defining a plant set that in-
cludes all possible plants. The plant set and frequency range
to be analyzed are discretized and corresponding conic sec-
tions are calculated for all. The outermost bound is selected
to define the allowable parameter space. A stability criteria
is employed to define the parameter space that result in a sta-
ble system. Controller parameters are chosen according to
variable criteria, like minimizing high frequency gain, from
the resulting allowable parameter space.

3 Conclusion

Applying the above procedure using plants with multiplica-
tive uncertainty, allowable parameter space of a two param-
eter controller is calculated, for both numerator and denom-
inator parameters. From the allowable space, controller pa-
rameters are chosen according to variable criteria, like stabi-
lizing the feedback system, minimizing high frequency gain,
etc.. It is observed that the resulting controller satisfies the
performance specs while staying in close range of the opti-
mal solution.
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1 Introduction

Overflow metabolisncharacterizes cells strains that are
likely to produce inhibiting metabolites resulting from an
excess of substrate feeding and a saturated respiratory ca-
pacity. The critical substrate level separating the twéedif

ent metabolic pathways is generally not well defined. This
paper proposes two non-model based extremum-seeking
strategies preventing a too important accumulation of in-
hibiting metabolites in fed-batch cultures, by estimating
critical substrate level on the basis of 3 simple measurésnen
related to the feeding, oxygen and carbon dioxide. A sim-
ple substrate controller based on Lyapunov stability argu-
ments is then designed and tested in combination with the
two extremum-seeking schemes.

2 Adaptive model-free extremum-seeking strategies

Industrial vaccine production is usually achieved usirdy fe
batch cultures of genetically modified yeast or bacteria
strains, which can express different kinds of recombinant
proteins. From an operational point of view, it is necessary
to determine an optimal feeding strategy (i.e. the time evo-
lution of the input flow rate to the fed-batch culture) in arde
to maximize productivity.

The main encountered problem comes from the metabolic
changes of such strains in presence of feeding overflow. This
"overflow metabolism”, also called "short-term Crabtree ef
fect”, is a metabolic phenomenon that is induced when the
rate of glycolysis exceeds a critical value, leading to segen
ally inhibiting by-product formation from pyruvate (for ho
well understood reasons). It occurs for instanc&ircere-
visiae cultures with aerobic ethanol formation, P pas-
toris with aerobic methanol formation, i&. coli cultures
with aerobic acetate formation or in mammalian cell cul-
tures with the aerobic lactate formation. To avoid this unde
sirable effect, a closed-loop optimizing strategy is reegi
which could take various forms ([1], [2], [3]).

In this study, a non-model based extremum-seeking strategy
is chosen (see Figure 1). Two original techniques are pro-
posed and compared. The first one is related to the work of
Blackman in the 60’s, revisited and improved in [4] while
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Figure 1: Application of extremum-seeking to fed-batch cul-
tures of microorganism®, S Sy andécm are respec-
tively the dilution rate, the substrate concentration in
the culture medium, the substrate concentration in the
feed medium and the estimation of the substrate critical
level.

the second one is based on a simple recursive least squares
technique (RLS).
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1 Introduction

Experimental data is of unrivalled value for system
analysis and controller synthesis. Especially for high
performance motion systems, large amounts of experi-
mental data can be obtained with high quality, i.e. with
low noise content, and at a low cost.

In order to exploit state of the art norm based con-
trol synthesis techniques, a parametric model of the
plant has to be extracted from the experimental data.
However, the high dynamical order typically found in
motion systems and the lack of prior knowledge about
the dynamical structure makes system identification a
non-trivial task. Choosing a high plant order minimizes
misfit but results in high order controller for which nu-
merical tooling may be cumbersome. Constraining the
order of the plant model results in misfit for which the
consequences for closed-loop performance or even sta-
bility are not given in a straightforward manner.

To overcome the problem mentioned above, the goal of
this research is to perform norm based controller syn-
thesis from experimental plant data directly. This ap-
proach omits identification of the plant and therefore
exploits all experimental data with equal importance
since no prior assumptions about the system structure
are used.

2 Approach

In this presentation, fixed-structure controller synthe-
sis from frequency response data directly is considered.
The problem statement can be described as:

Given: a predefined controller structure with parame-
ters 6 and given measured frequency response data of
a stable plant P, = P(jw;) at an equally spaced fre-
quency grid w; € Q.

Find: the controller parameters * that result in the

minimum H,, norm of the closed-loop system M =
LFT(P,C).

This problem is splitten in two parts: closed-loop sta-
bility and closed-loop performance. These parts will be
discussed shortly.

Siep Weiland?
s.weiland@tue.nl

57

Maarten Steinbuch?
m.steinbuch@tue.com

2 Control Systems Group,
Eindhoven University of Technology

2.1 Stability

Since only finite frequency response data of the plant
is given, the poles of the closed-loop system are not di-
rectly accessible. Within this research, guarantees for
closed-loop stability are derived that can be applied on
measured frequency response data directly, i.e. with-
out explicit knowledge of the underlying poles [2]. Via
assumptions about the relative stability of the system,
the following relation can be used to guarantee stability
of the closed-loop system:

M) = =Y Mlo)———A (1)

Jwi — jw;

where A represents the frequency grid distance.

2.2 Performance

Due to the lack of an interpolating model, the Ho,
norm is approximated with a frequency sampled H,
problem. This results in an LMI constraint for every
frequency point.

v P, + P, Qi Py, @)
* o

Where ); represents the frequency response coefficients
of the Youla parameter.

> 0, Yw; €

3 Synthesis

Although both performance and stability constraint
are affine in the closed-loop transfer functions, the
controller parameters are related to the closed-loop
transfer-function in a non-convex manner resulting in
non-linear matrix inequalities. Via a local linearization
technique, a gradient can be computed that locally min-
imizes the singular values [1], i.e. the Ho, norm of M.
Although this a non-convex optimization problem, it is
expected that the use of several starting points results
in the global minimizer 6*.
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1 Introduction

In (bio)chemical industry, batch processes are commonly
used for the production of products with a high added value
(e.g., high-performance polymers, pharmaceuticals,To)

3 Results & Conclusions

The performance of the IMs and TSR is compared on two
different (fed-)batch processes. The first is a penicilin f
mentation of which the data is generated usingRéesi m

ensure a constant and satisfactory product quality, a close simulator [1]. The second data set describes an industrial

online monitoring of these batch processes is required.

batch polymerization.

Recently, most research effort has been dedicated towards It is observed that the accuracy of the TSR estimates is gen-

fault detection and diagnosis usifyincipal Component
Analysis (PCA [2]). These PCA models are very powerful
tools for detecting abnormal process behavior, but lack the
online prediction capability of batch-end quality. Thene,
Partial Least Squares models (PLS [3]) are used when such
predictions are required [5]. Due to their need for data of a
completed batch, however, these PLS models cannot be di-
rectly employed online [4].

This work compares the use tfitermediate Models with
Trimmed Scores Regression for overcoming this problem.

2 Online batch-end quality estimation

When monitoring a running new batch, the future measure-
ments are unknown at a given time. Hence, the input matrix
for the developed full PLS model, which relates the mea-
surements from aomplete batch with the quality parame-
ters obtained after batch completion, is only partially\wno
Consequently, the PLS model cannot be employed directly
to obtain batch-end quality predictions online. To alléwia
this problem, two methodologies are available.

A first methodology for dealing with the unknown measure-
ments is the use of a series lokermediate Models (IMs).
Each IM is a newly identified local PLS model, and takes
only a part of the full batch duration as input (e.g., the first
10%, 20%,... of the batch). Hence, it provides an estimate
of the final quality at only one specific pointin time; a series
of IMs yields a pseudo-online estimate of the final quality.

A second methodology compensates for the missing (future)

measurements through missing data techniques. Garcia-

Munoz et al. demonstrated the superiority &frimmed
Scores Regression (TSR [4]). TSR first makes an (incorrect)
estimate of the batch-end quality variables of the new (run-

ning) batch, based only on the available measurements by

truncating the model matrices. Next, a regression model is
extracted from the historic training data, and used to adjus

the incorrect estimate. Because TSR only uses a single PLS

model for all times, it yields true online quality estimates

58

erally slightly less than that of IMs. However, TSR saves a
substantial amount of work because it requires the identifi-
cation of a single PLS model, in contrast with IMs, where
a new model must be identified for each time where end
quality predictions are requested. The small loss in batch-
end quality parameter prediction accuracy (if any) does not
outweigh the significant reduction in required workload.
Hence, it is concluded that, for the cases studied in this
paper, TSR outperforms the IMs: the less work-intensive
method is the best.
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1 Introduction

In the (bio)chemical industry, products with a high added
value are often produced in (fed-)batch reactors. Sincg-pro
uct quality is only known at the end of a batch, a close mon-

itoring of these processes is necessary. To detect process

behavior that deviates from normal operation, severat faul
detection techniques, based on a combinatioRraficipal
Component Analysis (PCA) andSatistical Process Control
(SPC), have been developed (e.g., [4]).

its 99.9% control limit (determined based on the statistica
properties of the training data) on three consecutive sampl
instances, an alarm is raised.

3 Case study

200 batches of a fed-batch process for penicillin fermenta-
tion with varying initial conditions are simulated as a trai
ing set via thePensi msimulator [1]. A total of 45 faulty
test batches are simulated to compare the fault detection pe

Compared to continuous process data, (fed-)batch processformance of the different techniques. Hereto, two process

data exhibit significantly more auto- and cross-corretatio
Specific techniques, such AstoRegressive PCA (ARPCA

[3]) andBatch Dynamic PCA (BDPCA [2]) have been devel-
oped to take this inherent cross- and auto-correlatioreoto
count. In this work, the fault detection performance of thes
techniques and a standard Multi-way PCA technique with
Variable-wise unfolding (MPCAV) are compared, based on
extensive simulation results for a (fed-)batch fermeantati
process for penicillin production.

2 PCA-based fault detection

For a known history of batches, each consisting d¥ari-
ables sampled ove{ time points, a three-dimensionlak

J x K data matrixX is obtained Multi-way Principal Com-
ponent Analysis (MPCA) deals with this three-dimensional
structure by unfolding the 3D matrix. Withariable-wise
unfolding (MPCAV), the variable direction is preserved by
placingl slices of sizeK x J under each other. On the un-
folded matrixX, a standard PCA model is trained [4].
ARPCA [3] and BDPCA [2] take the inherent auto- and
cross-correlation of (fed-)batch process data into accoun
by starting from a time-lagged data matrix. Whereas
in ARPCA a PCA model is trained on the residuals of

an autoregressive Partial Least Squares (PLS) model, the

eigenvector decomposition of the average covariance xnatri
(computed from the time-lagged data matrices for the differ
ent batches) is calculated in BDPCA.

By comparing the process behavior of a new batch with an [2]
in-control model, based on a set of normal training batches,
abnormal process behavior can be detected. Hereto, three

Tiite

statistics are monitored throughout the batch.

fault types (a 20% step decrease in agitator power and a
gradual decrease of 0.05% per hour in the substrate feg¢drate
are introduced at different times in the process. Both train
ing and test data are aligned vialicator variables.

4 Results

The results of this study corroborate the statement that
ARPCA and BDPCA enhance the fault detection capa-
bility in batch processes, since these techniques show
smaller mean detection times and higher detection rates tha
MPCAV. ARPCA seems to outperform BDPCA, showing
slightly lower mean detection times. However, BDPCA has
lower detection times for quite a few batches, so, for this
case study, the difference is found to be non-significant.
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statistic measure the instantaneous and total reconsinuct

error, respectively. When one of these statistics exceeds

59

[4] S. Wold, P. Geladi, K. Esbensen, and J. Ohman. Multi-
way principal component and PLS analysisChemom., 1:41-56,
1987.



Book of Abstracts

28th Benelux Meeting on Systems and Control

A control system for suppression of magnetic islands in a fusion
plasma

Bart Hennen, Egbert Westerhof, Marco de Baar

FOM-Institute for Plasma Physics Rijnhuizen,

Association EURATOM-FOM, Trilateral Euregio Cluster,

P.O. Box 1207, 3430 BE Nieuwegein
The Netherlands
Email: B.A.Hennen@tue.nl

1 Introduction

A real-time control system is introduced, which is designed
for the stabilization of magneto-hydrodynamic (MHD)
events in a present-day experimental fusion reactor, i.e. a
so-called tokamak. In the torus-shaped tokamak, a plasma
is confined magnetically using helical magnetic fields. The
control system presented here, focuses on the suppression
of so-called magnetic islands, encountered in such plasmas
[1]. Actively controlled suppression is required since these
events harm the operational stability of the machine and de-
teriorate the plasma performance.

2 Suppression of magnetic islands

High power electron cyclotron waves (ECRH or mi-
crowaves) are recognized as an ideal tool for control of
plasma profiles and instabilities, like magnetic islands,
where one exploits their effect on the plasma in terms of lo-
calized heating and current drive. Deposition of the ECRH
power onto the magnetic instability must be performed pre-
cisely within certain accuracy. Misalignment of the ECRH
power deposition w.r.t. the magnetic island reduces the ef-
fectiveness of its suppression. An island track-and-kill sys-
tem must therefore deal both with the identification of the
magnetic island and its position in the plasma, as well as
with the steering of the ECRH beam in order to deposit the
power at the magnetic island. Note that such system has a
typical feedback control structure where the necessary de-
tection and control actions must be performed in real-time
within tenth of milliseconds, while the tracking of the ECRH
wave beam w.r.t. the island is subject to disturbances.

3 Real-time control system

The particular control system discussed here is designed and
implemented at the TEXTOR tokamak, Forschungszentrum
Jiilich, Germany. The TEXTOR installation involves a 800
kW source, which produces a 140 GHz ECRH wave beam.
This beam can be directed at any location within the plasma
by a fast steerable mechanical launcher. Model-based posi-
tion controllers have been developed and implemented for
this launcher, based on analysis of its dynamics. Identifica-
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tion of magnetic islands relies on the perturbations caused
by their appearance on the magnetic topology and the elec-
tron temperature profiles of a plasma. Plasma diagnostics
like electron cyclotron emission (ECE) and Mirnov coils are
used to identify the magnetic islands. On TEXTOR, the
tasks of instability identification and localization and of the
steering of the ECRH wave beam are combined in a single
system, in which low power (100 pW) Electron Cyclotron
Emission is measured along the same sight-line as the high
power (800 kW) ECRH wave beam [2]. The ECE spectrum
is measured while scanning the combined ECRH/ECE wave
beam through the plasma. Localization of a given struc-
ture in the ECE spectrum relative to the ECRH frequency
is thereby used directly to position the ECRH power rela-
tive to this structure. Algorithms to extract relevant con-
trol variables such as the location, amplitude and phase of
the magnetic island from these fluctuation measurements
will be addressed. The generation of control set-points for
the launcher steering and control of the ECRH power will
be demonstrated. A flexible real-time control and data-
acquisition system is currently installed for implementation
of the data-processing algorithms, trajectory generation and
for real-time execution of the control loops.

4 Model-based control design and experimental
validation

The design of controllers for this control problem is aided
by the development of a dedicated simulation model of the
overall control loop, including magnetic island and plasma
dynamics, actuator models, diagnostic models, and models
for the data-processing algorithms. A complete control sim-
ulation for typical TEXTOR conditions is in progress. Ex-
perimental results are used to validate and optimize the func-
tionality of the control system to guarantee stable, accurate
and fast positioning of the ECRH wave beam.
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1 Introduction

In a controlled induction machine, the measured threeghas o

currents are used for the computation of the control law. A e L?R

fault in one of these sensors can produce a degradation in ~—> EKF

the performance and turn into a failure. The proposed fault i

detection and isolation (FDI) system is based on the model

of the three-phase signals, instead of the machine model. It PDI Systen

is made of a multi-observer scheme for residual generation T
and a statistical change detection and isolation algorgbm ; s N {:ﬂ ;
decision system. Two kinds of faults are considered: ad- Diagnosisi 1%
ditive (offset or slow drift) and multiplicative (gain chge) result | | Decision | r | 12 %3 {H ;
faults. Itis assumed that the three currents are measuded an 1 — T4
that only one fault can occur at a time. [ 1%3 ¥ - i

2 Signal-based model

Assume balanced three-phase currdgisy,,ys]", which
means that they have the same amplitddgdnd frequency
(we), and are shifted-271/3 rad from each other. Then:

Figure1: Controlled IM with FDI system.

sum) [1], a statistical change detection and isolation -algo

0] - (G )] 0

ya(t) 1 0
B R BV xa(t)
A O i i L B

rithm is used. In this approach, the whole set of residuals
signalsr;, fori = {1,2,3}, is combined in a single residual

vector. The latter is processed using as many CUSUM al-
gorithms as the number of possible faults. An alarm is then
issued when one of the CUSUM decision functions reaches
a thresholdlf), calculated in order to satisfy a given crite-

rion, namely a required mean detection delay for each fault

is a state-space representation of such signals. An aglditiv (Ti), in our particular case. The FDI system has been vali-

and a multiplicative sensor fault can be modelled by:

yi(t) = ki()yi(t) +ni(t) + fi(t) 3)

dated for additive and multiplicative faults respectively
both cases, the fault has been properly detected and idolate
within the required detection delay, even in the presence of
disturbances and changes in the references.

wherey" andy; are the measured and actual current, respec-

tively, ni is the measurement noisg, is the additive fault
magnitude and; is the multiplicative gain, for={1,2,3}.
When an additive fault in theth sensor occursf;(t) # 0,
while when a multiplicative fault occurs,Q ki (t) < 1.

3 Residual generation and decision system
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In this approach, theth observer uses all but thigh mea-
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1 Abstract noted byx, and the generalized joint velocitigss

In this work, we present the design and the realization of x=F(a)q (1)
the motion control algorithm implemented in the Twente hu-  whereF(q) is a matrix mapping as function of the general-
manoid head, a seven degrees of freedom (dof) robotic sys- ized joint positions). From this relation, given a desiréd

tem. The aim of the project is to have a humanoid head that the joint velocities) can be obtained through the relation
can serve as a research platform for human-machine interac-

tion purposes. The head should not only be able to percieve q=Fx+ (' - FﬂF) z (2)
its environment and track objects, but also be able to move ) ) ) )

in a human-like way, i.e. to reproduce the motions of human WhereF? is a generalized inverse of matfandz is an ar-

beings and to mime the human expressions. The Twente hu- bitrary vector of appropriate dimension which is projected
manoid head is presented in Fig. 1. onto the null space d¥, see [1] for more details. Vectar

can be both used to generate human-like motions of the head
in the tasks of target tracking and to generate motions in the
null-space so to realize certain expressions, or human-lik
behavior, that can be exploited in human-machine interac-
tion. The controller overview, presented in Fig. 2, has been
implemented in 20-sim simulation software [4] for the pre-
liminary tests and, then, in the real setup.

Vision Processing X Motion Control q Robot q

F (q ) Sensors —‘
! !

Figure2: Control scheme.

Finally the expression movements have been coupled to the
Figure 1: The Twente humanoid head. movement of the eyelids and the eyebrows, realized with a
LED system which projects light from the internal part of
the plastic cover of the head.
The mechanical design consists of a four dof head-neck
structure and a three dof vision system. Two dofs of the neck References
are combined in a differential drive setup on which the other
two dofs are mounted. The cameras of the vision sys';em based motion control for a humanoid heaMaster’s The-
share a commmonly actuated tilt axis and can rotate side-

. ) o . gs, University of Twente, 2008.

ways independently. The mechanical design is treated in

detail in [2]. [2] D. M. Brouwer, J. Bennik, J. Leideman, H. M. J. R.
Soemers and S. Stramigioli, "Mechatronic design of a fast

A vision processing algorithm analyzes the camera images and long range 4 degrees of freedom humanoid ne&it:

and extracts the target information in the image plane, as Int. Conf. Roboticsand Automation 2009.

deeply explained in [3]. This target can be either an object [3] R. Reilink, S. Stramigioli, F van der Heijden and

or a particular feature in the image plane and it provides the G. van Oort, "Saliency-based humanoid gaze emulation us-

input of the control algorithm. ing a moving camera setupMaster’s Thesis, University of
Twente, 2008.

The mechaplcal structure has been translated into klnemgtl 4]  20-sim, http:/Avww.20sim.com, Controllab Products

and dynamic models based on screw theory. The relation B.V., 2009,

between the change in perceived 2D target coordinates, de-

[1] L.C. Visser, R. Carloni and S. Stramigioli, "Vision
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1 Abstract

In everyday life, reorienting our visual axis to a new center
of interest generally recruits a rapid combined movement of
the eye and head called gaze saccade (gaze=eye with respect
to an inertial frame). The interaction and coordination of
those two systems to achieve a general accurate movement
remains a challenging question.

In trying to model the gaze system, two major theoretical
propositions are present in the literature. In a first one (e.g.
[3], [1]), the authors proposed that the central nervous sys-
tem planned the needed displacement of the eye and the head
before the gaze saccade execution. Major failure of this kind
of model comes from the ability of the central nervous sys-
tem to get rid of a perturbation that occurred during the ex-
ecution of the gaze saccade. The second approach is based
on a gaze feedback controller (e.g. [4], [2]). Authors pro-
posed that during gaze saccades, eye and head movements
are coupled by a shared motor drive and a stabilizing reflex,
the vestibulo-ocular reflex (VOR). However, even if those
models are able to reject gaze perturbation, experimental ev-
idence has shown that eye and head trajectories can be de-
coupled because head movement is strongly influenced by
the task. “Feedback” theories are facing difficulties to deal
with the variabilities present in head movements.

We proposed a model of gaze saccades based on separate
controllers for head and gaze. The model is an extension
of [5]. We proposed that three main neural pathways are
involved in the control. The first one is the main drive pro-
vided by the superior colliculus (SC) and is shared by the
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eye and the head. This drive gives the general direction of
the gaze shift. The second pathway represents the indepen-
dent controller acting on the head and allows separate goals
for head and gaze trajectories. The last pathway is the core
of the model and is based on a cerebellum gaze controller.
The cerebellum monitors the gaze motor error on the ba-
sis of gaze velocity feedback. It provides an additional drive
which compensates for deviations coming from the head tra-
jectory during the gaze shift and updates gaze heading dy-
namically towards the target. As soon as the gaze is on the
target, the VOR is on and stabilizes the gaze whatever the
remaining head movement.
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1 Introduction

How motor commands are generated to complete smooth
and accurate movements is a fundamental field of investi-
gation in movement neuroscience. Many models for motor
control are based on the hypothesis that motor actions are
optimized with respect to a cost defined along the move-
ment. Optimal feedback control is also currently utilized
to model the flexibility and adaptability of human move-
ments to face new dynamics or uncertainty. Whatever the
control schemes, the generation of appropriate motor com-
mand must rely on an internal representation of the limb po-
sition and dynamics. Such internal representations, called
internal models [1], have two main functions: (1) to com-
pute motor commands to bring the limb towards a desired
goal (e.g. reach to grasp for an object) and (2) to compute
a prior estimate of the current state of the limb in order to
compensate for time delays in sensory feedback loops. At
the neural level, increasing evidence can be found that re-
gions of the brain implement control and estimation related
computational issues [2]. Knowing that optimality charac-
terizes motor commands adjustments to artificially altered
dynamics, this study aims at understanding whether opti-
mality also applies to the internal models of arm dynamics
including the action of gravity, and if yes, how do subjects
adapt to changes in gravity.

2 Methods

This study investigates the properties of vertical pointing
movements performed in normal gravity and hyper gravity
induced by parabolic flights (~ 1.8 x g). Subjects (N = 10)
performed arm straight rotation of around the shoulder to-
wards visual targets. Their behavior was compared with an
optimal control design based on he following equations:

18 = f—mglcos(0)—k,0, (1)
/o= %(uff% @)

with minimum control input:
J(u):/ttf|u|2dt. 3)

0

The mechanical equation (Equation 1) assumes that three
torques were acting on the limb: the muscular torque f, the
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gravitational torque and a viscous friction torque. This equa-
tion was coupled to a physiological model (Equation 2) for
torque output as a first order response to control input u with
time constant 7 equal to 40 ms. Specific inertia, mass and
length were estimated for all subjects.

3 Results

In normal gravity, vertical pointing movements typically ex-
hibit skewness in the velocity profiles not observed in hor-
izontal movements, i.e. the relative time to peak velocity
is shorter than 0.5. Our data reproduce this property, as do
the simulations computed from Equations 1 and 2 at min-
imum cost (Equation 3). In addition, the simulations with
gravity set to 1.8 x g predicted an increase in peak veloc-
ity and initial peak acceleration. In accordance with these
predictions, the subjects significantly increased the peak ac-
celeration and peak velocity. This was accompanied by a
significant reduction in movement duration, despite the fact
that the arm weight was nearly doubled (all P values were
smaller than 0.01).

4 Conclusion

The results suggest that the action of the gravitational torque
on the limb is optimally integrated in the internal models
of arm dynamics. In addition, the adaptation of arm move-
ments in hyper gravity is consistent with the hypothesis that
learning new dynamics is a re-optimization process. We
suggest that a comparison between the actual movement
cost and the estimated movement cost from prior expecta-
tion can be derived from actual and predicted feedback in
order to update the kinematics of the movement in response
to a change in the environment.
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Figure 1: Virtual springs attached to the walking robot. For
clarity, distance between P¢ and P- is exaggerated.

1 Introduction

At the Control Engineering group of the University of
Twente, we are conducting research on control of bipedal
robots. In our search for robust and energy efficient control,
we are making extensive use of simulation. In order to facil-
itate the development of algorithms, we want to design con-
trollers that work in a space of “meaningful variables”; i.e.
we don’t control joint angles directly but we control things
as “position and velocity of center of mass”, “shape of the
robot’s locked inertia ellipsoid” [1] and “foot position”.

2 Controller

We propose a controller for a 3D bipedal robot, based on
virtual springs [2]. The idea of a virtual spring is to ex-
ert torques on all joints of the robot (called equivalent joint
torques, T) in such a way that the robot behaves as if a spring
were attached to it.

Instead of attaching the virtual spring (which we actually
model as a damped spring with K and D as spring and damp-
ing constants respectively) to any of the robot’s links, we
connect it to the center of the inertia ellipsoid of the whole
robot, called P¢ (see figure 1). This results in some parts
of the system accelerating in such a way that the center of
the inertia ellipsoid moves as if it were pulled by the virtual
spring.

The other end of the spring is attached to a point in space,
P{., which follows a periodic trajectory. Eventually, in our
search for a robust and energy efficient controller, this tra-
jectory will be subject to optimization. In this set-up, the
virtual (3D) force F¢ exerted by the virtual spring can be
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calculated by
Fc=K-(Pe—Pc)—D- 5 (P& —Pe). (1)

Assuming that at least one foot has full contact with the
floor, the equivalent joint torques T are

t=J"(q) Fc, ©

where J(g) is the the jacobian matrix mapping joint ve-
locities to the velocity of the robot’s center of mass, i.e.
Pc = J(q)-¢. In the more general 6D case, where F, is
replaced by a wrench W¢, the way to proceed is similar,
although some extra mathematical steps are needed.

The legs of the robot are also controlled through virtual
springs (as shown in figure 1); proper foot placement is
achieved by dynamically adjusting the end point P}, of the
swing-leg spring.

This strategy would work perfectly if the allowable torques
in the joints were unlimited. Unfortunately, the ankle
torques of the stance foot are severely limited: a too large
torque will inevitably make the stance foot rotate around one
of its edges, thereby losing the full contact with the floor.
The maximum allowable ankle torque, Tinklemax is depen-
dent on the foot size and the state (g,¢) and actions (§) of
the robot (in particular, on the amount of pressure exerted
on the foot).

The limitation in allowable ankle torque leads to an equiv-
alent limitation in allowable F¢. Therefore, the actually
implemented virtual force is linearly scaled down by factor
0 < o < 1 such that the ankle torque (one of the elements
of 7) stays within the allowable range. This force may not
be enough to keep the robot upright, which is actually the
reason that walking robots have to take steps at all. In this
sense, the best spot to place the swing foot is the spot where
the allowable F¢ is maximized.

3 Conclusion

The proposed controller needs some more detailing before
it can actually make the robot walk in simulation. For ex-
ample, determining where exactly to place the foot has not
been considered yet. We are working on this, and expect to
show the results soon.
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1 Abstract

In this presentation we introduce an iterative Jacobi al-
gorithm for solving distributed model predictive control
(MPC) problems, with linear coupled dynamics and con-
vex coupled constraints. The proposed iterative approach
involves solving local optimization problems consisting of
only few subsystems, depending on the choice of the de-
signer and the sparsity of dynamical and constraint cou-
plings. This algorithm guarantees stability and persistent
feasibility, and the solution of the iterative process converges
to the centralized MPC solution.

2 Introduction

MPC theory is not yet fully developed for control of large-
scale networked systems, due to information exchange re-
quirements and computational aspects. Distributed MPC ap-
proaches this problem by decomposing the overall system
into small subsystems, and by making use of cooperation
between local controllers on the basis of limited information
exchange.

A distributed MPC scheme for dynamically coupled sys-
tems has been proposed in [1]. This scheme works only for
input-coupled linear time-invariant (LTT) subsystem dynam-
ics without state constraints, and is not applicable to prob-
lems with constraints between subsystems. In this presen-
tation, we propose an extension of this scheme in order to
solve these issues.

3 Method and results

Consider a networked system consisting of input- and state-
coupled LTI subsystems with convex coupled constraints.
Each subsystem belongs to a “neighborhood” which con-
tains all subsystems that directly influence it through either
the coupled dynamics or the coupled constraints.
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At first, we formulate a centralized receding horizon con-
trol problem, using terminal point constraints. This involves
a huge convex optimization problem, which is computation-
ally intensive for a centralized controller. Therefore, one can
consider solving the problem in a distributed fashion, where
each local controller optimizes the global cost function with
regard to the variables inside its neighborhood, subject to the
constraints within its neighborhood.

During each sampling step, an iterative procedure then takes
place: Each subsystem gets new results from its neighbors
(i.e. prediction of states and inputs inside their neighbor-
hoods), updates its own local optimization problem, and
solves it for new locally optimal actions. Subsequently, a
convex combination of all locally optimal solutions yields
a centralized solution. This new centralized solution is the
starting point for all subsystems in the next iteration. This
procedure is guaranteed to converge asymptotically to the
centralized optimal solution.

We show that the convex combination of all locally opti-
mal solutions can be performed using only local communi-
cations, therefore the algorithm can be implemented without
global communications.

The algorithm and its features are illustrated on a series of
interacting spring-mass systems.

While offering very valuable extensions to existing ap-
proaches, the drawbacks of this method are the frequent
communications (although they are all localized) and the use
of terminal point constrained MPC, which is conservative.
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1 Context and Setting

The European Extremely Large Telescope (E-ELT) is a
project to build the largest telescope in the world for op-
tical/infrared astronomical observations. The project is in
its detailed design phase and expected to operate in 2018.
The diameter of 42 meters for the primary mirror makes it
4 times larger and thereby at least 100 times more sensitive
than the largest telescopes currently in operation [1].

The difference in scale is huge between the revolutionary
size of the telescope and the extreme precision required for
optical observations — the reflecting surface may introduce
just a few nanometers error on the wavefront of the incom-
ing light. This poses several challenges for design and con-
struction of the E-ELT. Among others, current technology
reaches a limit to build rigid mirrors with the required accu-
racy around 8 to 9 meters. Therefore larger mirrors are built
from smaller segments.

The 42 m diameter E-ELT primary mirror (M1) is composed
of 984 hexagonal segments with ~ 0.7m edge length. Each
segment is supported by 3 unidimensional position actua-
tors which move perpendicular to the wavefront. This al-
lows to control piston, tip an tilt of each segment separately
(i.e. considering that the telescope points to the zenith, the
vertical position of a segment and its rotation around hori-
zontal axes). The position of these 3 x 984 actuators must
be controlled such that the overall deformation of the com-
plete mirror surface, with respect to a slightly spherically
curved reference surface, does not exceed 10nm root-mean-
squared. Due to this extreme accuracy required over several
tens of meters, it is not possible to measure the position of
all segments with respect to a sufficiently stable reference.
Therefore sensors are placed on the edges of adjacent seg-
ments to measure relative vertical displacements.

The role of the E-ELT M1 controller studied in the present
work is to operate the position actuators as a function of
edge sensor measurements in order to maintain the shape of
the mirror to the required accuracy, under various perturba-
tions (wind load, temperature and gravity effects) and with
real-world operation requirements (robustness, finite noise
and resolution, practical feasibility). The complete mirror is
a MIMO system with 2952 inputs and 5604 outputs.
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2 Main results

For design and analysis of the E-ELT M1 controller, prelimi-
nary studies by ESO suggest to decompose the huge MIMO
system in modal basis [2]. We also investigate a comple-
mentary approach approximating the system as ‘“spatially
invariant”; indeed, the authors of [3] propose powerful tools
for robust decentralized control design in this context. The
following points lead to more general conclusions.

e The “spatially invariant” control method applies very
well, despite inhomogeneities and boundary effects;
thus “spatial frequency” loopshaping can be as useful
as the familiar “time frequency” design based on time-
invariance.

e Different deformations inherently have very different
observabilities using relative position measurements;
this makes robustness an issue, requiring leakage to
robustly stabilize a tuned integral controller.

e Overdetermination of measurements allows fast and
efficient sensor health monitoring.
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1 Introduction nels. This type of cross talk is called acoustic cross-talk.
Since all piezo-fingers are connected to a substrate, a de-
Inkjet printers are non-impact printers which print textlan  formation of one piezo-unit induces a deformation of the
images by spraying tiny droplets of liquid ink onto paper. npeighboring units. Another path is via the deformation of
Besides the well known small inkjet printers for home and 3 channel itself. As a result, the volume of the neighbor-
office, there is a market for professional inkjet printers. jng channels changes also which induces pressure waves in
Inkjet printers are used to form conductive traces for cir-  those channels. Residual vibrations and cross-talk result
cuits, and color filters in LCD and plasma displays. That jnk drops with different speed and volume which affect the
makes the printing quality is an important issue. Currently printing quality. The main goal is to improve the printing
most inkjet printers use either thermal inkjet or piezolec  quality of the printhead that is achieved by keeping both the
inkjet technology. Thermal inkjet printer uses heating ele speed and volume of the ink drop constant. In other word,

ment to heat liquid ink to form vapor bubble, which forces  to minimize the speed and volume variations occur because
the ink droplets onto the paper through the nozzle. Most of the residual vibration and cross-talk.

commercial and industrial ink jet printers use a piezoeiect
material in an ink-filled chamber behind each nozzle instead
of a heating element. When a voltage is applied, the piezo-

electric material changes shape or size, which generates agjnce there are no online measurements for the system vari-
pressure pulse in the fluid forcing a droplet of ink from the = gpjes, a feedforward controller is the most appropriate-sol
nozzle. This is essentially the same mechanism as the ther- tjo, Although residual vibration and cross-talk effects a
mal inkjet but generates the pressure pulse using a differen |5yge, they are very predictable and reproducible. Hence, a
physical principle. Piezoelectric ink jet allows a wideriva model based feedforward controller can be appropriate for

heads are more expensive. In my project the piezoelectric giyen in [1] and [2]

inkjet printer is considered.

3 Identification and Control Approach

The main idea of the proposed approach is to identify the
dynamics of every channel and also the coupling dynamics
with the neighboring channel. In the test setup, both the
After a drop is jetted, the fluid-mechanics within an ink  channel pressure and the meniscus speed can be measured.
channel are not at rest immediately: apparently traveling Hence, the system can be decomposed into two subsystems,
pressure waves are still present. These are referred to the first one represents the dynamics between the input volt-
as residual vibrations. These residual vibrations result i age and the channel pressure and the neighboring channel
changing the speed of the second drop. Usually the fixed ac- pressure. The second subsystem represents dynamics be-
tuation pulse is designed under the assumption that a chan- tween the pressure and the meniscus speed. If the identified
nel is at rest. To guarantee consistent drop properties, one model represents the system exactly, the controller coald b
has to wait for these residual vibrations to be sufficiently some kind the inverse of the identified model. Hence, the
damped out to fulfill this assumption. actual drop speed and volume will be almost the same as the
desired input speed and volume.
Cross-talk is the phenomenon that one ink channel cannot be
actuated without affecting the fluid-mechanics of the neigh References
boring channels. The cross-talk happens due to the fact that

the pressure waves within one channel influence other chan- [1] H-M.A. Wijshoff, "Structure- and fluid-dynamics in
piezo inkjet printheads,”"PhD thesis, 2008.

1This work has been carried out as part of the OCTOPUS projitht w S Al :
Oce Technologies B.V. under the responsibility of the Embedsiestems [2] M. B. Groot Wassink, Inkjet printhead performance

Institute. This project is partially supported by the Netiieds Ministry of enhanlcement by feleorward input design based on two-port
Economic Affairs under the Bsik program. modeling,” PhD thesis, 2007.

2 Problem Statement
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The state estimation in distributed parameter systems (DPS)
is an important and complex problem since complete spa-
tial profiles of the state variables are usually non-measurable
and have to be inferred from a limited set of pointwise mea-
surements [7]. On the other hand, in many practical appli-
cations, only some of the states involved are available for
on-line measurement [3]. Due to this, the design and appli-
cation of state observers to these systems has been an active
area of research [1, 2, 5, 6, 7].

The state estimation problem can be approached from two
different perspectives: namely the early and the late lumping
approach. In the early lumping, the partial differential model
is first approximated by means of a discretization method (fi-
nite difference, finite elements, etc), and the observer is then
designed on the basis of the approximated system. In the
late lumping approach, the distributed nature of the system
is kept as long as possible and the state observer is designed
using the partial differential equations system [7]. The gen-
eral design procedure for a state observer requires the choice
of a “gain” such that the error dynamics (difference between
the estimate and the real (unknown) state) has desired prop-
erties. This has resulted in a number of state observers de-
signs [3].

In this study, two state estimation strategies are developed,
tested and compared. The first strategy, which is based on
an early lumping approach, makes use of a reduced order
model of the DPS obtained by a proper orthogonal decom-
position (POD) method. The reduced order model, which
has been successfully applied in the context of state estima-
tion in DPS (see [4] and references therein), is then used to
design an extended Kalman Filter (EKF), taking the mea-
surement noise into account. The second strategy, which is
based on a late lumping approach, is an extension of the Lu-
enberger observer for nonlinear DPS. The correction term is
design based on a physical interpretation of the error equa-
tion [5, 6].

Both observers are tested in simulation in the situation
where the complete temperature and concentration profiles
in a catalytic fixed-bed reactor have to be estimated using
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pointwise measurement of the temperature only [6]. the per-
formance of these observers is assessed in terms of compu-
tation time, convergence, robustness to measurement noise
and plant-model mismatches.
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This talk, based on [3], considers sequential decision mak-
ing problems under uncertainty, the tradeoff between the ex-
pected return and the risk of high loss, and methods that
use dynamic programming [1] to find optimal policies. It is
argued that using Bellman’s Principle determines how risk
considerations on the return can be incorporated. The dis-
cussion centers around returns generated by Markov Deci-
sion Processes [8] (MDP) and conclusions concern a large
class of methods in Reinforcement Learning [10] (RL). It
will also interest researchers involved in Robust Control and
MPC methods [5, 2].

Incorporating risk sensitivity in RL can serve different pur-
poses: to balance exploration versus exploitation for fast
convergence, to protect the agent during the learning pro-
cess, to increase policy robustness by limiting confidence in
the model, or to prevent rare undesirable events. This talk
deals with the latter aspect.

Many popular methods in RL such as Temporal Difference
learning [9] or Q-learning [11] base the selection of actions
on average rewards-to-go, following principles from Monte
Carlo estimation [7] and Dynamic Programming.

The present talk focuses on the dynamic programming part.
It discusses how the use of Bellman’s Principle restrains the
user from imposing arbitrary requirements on the distribu-
tion of the return generated by a Markov Decision Process.

It is assumed that the parameters of the MDP are known.
Restrictions in that setup will also hold in setups involving
estimation issues, observability issues, or complexity issues.

The talk attracts the attention to limitations of dynamic pro-
gramming beyond the curse of dimensionality, and brings
insights on the structure of risk-aware policies. The sec-
ond point is also of potential interest for non dynamic-
programming-based methods, such as policy search meth-
ods [6] or scenario-tree-based methods [4].
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1 Abstract

Outcomes of quantitative microbiological risk assessments
in foods are to a large degree dependent on the initial con-
tamination of the micro-organism in the food product, which
is generally represented by a distribution. However, the mi-
crobiological analyst often has to deal with lower limits of
detection, and frequently only qualitative tests instead of
quantitative tests are used. Hence, it can be hard to trans-
form the outcomes of these tests into a distribution.

To analyze these kind of data, and potentially combinations
of them, maximum likelihood is used. In addition, the boot-
strapping technique is applied to separate variability and un-
certainty, resulting in a distribution suited for use in a two-
dimensional Monte Carlo simulation.

2 Quantitative microbiological risk assessment

In quantitative microbiological risk assessment, the risk as-
sociated to a pathogenous micro-organism in a certain type
of food is estimated. To determine the concentration of a
micro-organism in a food sample, either qualitative or quan-
titative analyses can be performed. In the case of quantita-
tive measurements, concentrations often are below the lower
limit of detection because of the generally low concentra-
tions of pathogens in food, i.e., data are left-censored. How-
ever, for several reasons, laboratories often limit their efforts
to merely qualitative analyses.

When multiple sample sizes are tested, qualitative analyses
can be combined into semiquantitative results. For example,
if a 25 g sample is positive and a 0.1 g sample is negative, it
can be concluded that the concentration is between 0.04 and
10 CFU/g. These kind of data are called interval-censored
data.

3 Maximum likelihood estimation

To assign a distribution to any combination of quantita-
tive, left-censored and interval-censored data, the method
of maximum likelihood estimation is used. It is assumed
that the initial contamination (log;g CFU/g) is normally dis-
tributed. Maximum likelihood estimation results in the pa-
rameters of the normal distribution 6 = (u,c) which are
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most likely to have generated the original data. This distri-
bution can subsequently be used as an input for the Monte
Carlo simulation for a probabilistic estimation of the result-
ing risk.

4 Separation of variability and uncertainty

Variability is inherent to any microbiological system and
can not be reduced. Uncertainty is a consequence of lim-
ited knowledge, and hence can be reduced by further mea-
surements and observations. As a consequence, it might be
valuable to know if the observed variation has been caused
mainly due to variability or mainly due to uncertainty.

In risk assessment, this separation is generally obtained by
a two-dimensional Monte Carlo simulation. To obtain the
hyperparameters needed for a 2D Monte Carlo simulation, a
non-parametric bootstrapping technique is applied.

As a result, the microbiologist is able to transform the com-
plex data set into a distribution that is suited for risk assess-
ment. Using these methods, a large amount of valuable data
— which would otherwise be ignored — can be integrated to
improve the quality of the input distribution, and hence im-
prove the quality of the risk assessment.
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1 Introduction

The modern burst of development in hydrologic modelling
dates from the last decades, when concepts of statistics and
systems analysis were applied to hydrology.

The relationship between precipitation and discharge is one
of the fundamental research topics in hydrology. The devel-
opment of information technology allowed hydrologists to
increase the complexity of the modelling, following two ap-
proaches. A first approach is to better understand the phys-
ical processes that influence the relationship between pre-
cipitacion and discharge, and is referred to as the scientific
approach. The second approach, which is known as the en-
gineering approach, focusses on a better prediction of dis-
charge rates.

Hydrologic models can be classified according to the pre-
vious approaches, which are referred to as Descriptive and
Predictive modelling, respectively. Descriptive models rep-
resent all processes of the hydrologic cycle. Different pro-
cesses like infiltration, evapotranspiration, etc. are repre-
sented. All these processes are interdependent, making the
construction of descriptive models very complex. For this
reason, a number of assumptions must be made, which has
lead to the development of a large number of descriptive hy-
drologic models during the last decades.

Due to the complete process representation these models
are called Soil-Vegetation-Atmosphere Transfer Schemes
(SVATYS) or Land Surface Models (LSM).

The soil moisture and temperature profiles define the state of
the land surface model. For every time step, the initial con-
ditions are updated. State estimation is used in order to adapt
the results of model simulations, using external observations
at every time step where the measurement is available. This
process is called Data Assimilation. Although a wide variety
of methods can be used for this purpose, the methods based
on the Kalman Filter theory are the most frequently used.
Nonlinearities in the system and computational demand
must be taken into account for the selection of an assimila-
tion method. The linear Kalman filter is the optimal sequen-
tial data assimilation method for linear systems and mea-
surement processes with Gaussian error statistics. The ex-
tended Kalman filter (EKF) is a variant of the Kalman fil-
ter that can be used for nonlinear problems. Evensen [1]
presents the ensemble Kalman filter (EnKF) as a Monte
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Carlo approach to the nonlinear filtering problem. The
EnKEF is based on the approximation of the conditional prob-
ability densities of interest by a finite number of randomly
generated model trajectories.

This paper presents a comparative study between two state
estimation strategies based on the Kalman filter theory, ap-
plied to a hydrologic system.

2 The study area

The study area referenced as Bibeschbach subcatchment is
located close to Luxembourg city in Luxembourg. The size
is 10.8 km?. Measurements of volumetric soil moisture con-
tent and discharge of water to the river are recorded from
this test site. Atmospheric information like precipitation, air
humidity, etc. is obtained from a meteorological station lo-
cated near the catchment.

3 The Hydrologic model

The Hydrologic model chosen for this study is the Commu-
nity Land Model (CLM) [2], which is a global land surface
model, developed through collaboration of experts from dif-
ferent institutes to provide the community with a free model
that captures most of the best science currently available for
land surface modelling.

4 The State Estimation techniques

Based on soil moisture and discharge measurements from
the field, the state estimation technique should use this in-
formation in order to improve the model simulations of the
discharge. As it was mentioned in section 1, these tech-
niques correspond to the EKF and the EnKF.
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Today’s radio devices need a specific dedicated electronic
chain for each standard. With the growth of the number
of these standards (GSM, EDGE, Wi-Fi, etc), the concep-
tion and development of these radio devices became a real
challenge. Recent hardware advances have offered the pos-
sibility to design software solutions to problems which were
requiring in the past hardware signal processing devices.
These advances are part of a field called Software Defined
Radio (SDR). With this added software layer, it is possible
now to control a large set of parameters to operate the radio
devices with great flexibility and efficiency (e.g., change the
bandwidth of the devices, switch from one communication
protocol to another, minimize the energy consumption of a
device, ...). Soon after the emergence of the SDR field, sev-
eral scientists have studied ways to control at best these pa-
rameters, especially when the radio devices are used in non-
stationary and partially unknown environments. This has
lead to the emergence of a new research field, named Cog-
nitive Radio, a term introduced by J. Mitola and G. Maguire
in 1999 [1].

So far, most of the work in the field of Cognitive Ra-
dio has been conceptual. Very few implementable con-
trol/optimisation algorithms have indeed been proposed. It
is however worth mentioning the evolutionary approach pro-
posed by Virginia Tech [2], as well as the Al approach of
Orange Lab [3] which were the two first approaches having
lead to some promising simulation results on non-academic
cognitive radio problems.

There are many cognitive radio related problems that can be
formalized as follows. To a (or many) radio device(s) is (are)
associated a performance criterion which is a (finite) sum of
terms, named rewards, observed sequentially. Every reward
of the sum is the realization of a random function called re-
ward function which is influenced by the value of the param-
eters of the devices and the environment. The objective is to
determine the sequence of values for the parameters to max-
imize the expected value of the performance criterion, of-
ten while having only limited information about the reward
function itself. For example, there is poor knowledge on the
reward function when one seeks to operate a radio device in
a minimum energy consumption mode (under various oper-
ational constraints). Indeed, in such a case, it is very difficult
to find the ’right’ analytical or even algorithmic expression
that could model the power consumption. Intuitively, the ap-
propriate way for solving these problems would be to try to
overcome this lack of information on the reward function by
exploiting past information on the rewards obstained, the en-
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vironment and the values of the parameters. Moreover, the
parameters should be modified to address at best the trade-
off between the exploitation of existing past information to
generate immediately as high as possible rewards and the
generation of new information which could lead to strate-
gies to get perhaps even better rewards, but probably in a
more distant future.

In our research work, solutions for these cognitive radio
problems have been built based on research results related
to the multi-armed bandit [4, 5]. A multi-armed bandit
is a simple machine learning problem based on an analogy
with a traditional slot machine (one-armed bandit) but with
more than one lever. When pulled, each lever provides a
reward drawn from a distribution associated to that specific
lever. The objective of the gambler is to maximize the col-
lected reward sum through iterative pulls. It is classically
assumed that the gambler has no initial knowledge about the
levers. The crucial tradeoff the gambler faces at each trial
is between “exploitation” of the lever that has the highest
expected payoff and “exploration” to get more information
about the expected payoffs of the other levers.

Our simulation results have highlighted that by customizing
algorithms developped for solving the multi-armed bandit,
efficient engineering solutions to some problems met in cog-
nitive radio can indeed be built.
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1 Introduction —
rrsoraion | | Sy
Agent-based models (ABMs) are becoming the de-facto [N P R
tools for knowledge generation in areas such as environ- % @ =
ment, health, transportation, energy, aerospace systets a coooay | e EEW
others. As shown in Figure 1, they are used by domain ex- &
Expert
perts to gain understanding on the behavior of systems of ) .

interacting elements (e.g. a highway traffic system). The
models consist of several time-driven 'agents’ that follow
a simple set of rules and interact with each other and with Vodel pgort
their environment. The agents are placed on a virtual world ~ Eyaluation and Based
and let free to interact. By analyzing the agent interaction

statistics and the ‘emergent’ group behavior (patterms), t | simuiton Hsfxmpﬁiﬁidn
researchers generate new knowledge and insight about the — “ ceneer
system under study. Verifcation voel | ) (WSS

10057 Automata ST S stem
Model Model

Model Refinement
Creation

=

Simulation Knowledge

Outcome generation
Data Analysis
& Interpretation

ABMs are developed using a programming-oriented

paradigm that is more attractive and intuitive for usersitha

the classic equation-based modeling paradigm. Unfortu- Figure 1: Current ABM methodology (yellow) and planed use for
nately, there are no techniques or methods currently avail- the proposed analysis and verification tools (blue)

able to assess the quality of the simulation results. Also,

there are no tools available to systematically determine if ) ) ) o

the observed simulation outcomes are to be expected from iNg @ set of simple, prescribed rules. Their behavior isrdete
the simulation models, or if they contain artifacts geneslat ~ Mined by the rules and by information stored in their inter-
by an incorrect software implementation. In addition, the Nnal memories, WhICh.IS updated with each interaction with
models lack predicting capabilities. That is, the sensitiv the environment or with other agents. To enable ABM ver-
ity of the simulation results to changes in initial conditso ification, the logical behavior of each agent can be repre-
or in model parameters can only be determined by running sented by a pushdown qutomaton. The automat.a can then be
several simulations under different parameter values)-wit ~ cOmposed together to yield the overall ABM logical model.
out theoretical guidance . These drawbacks make it difficult Finally, the latter can be verified against the ABM model
to verify and validate ABMs, and have reduced their accep- SPecifications using standard model checkers.

tance in the academic community. . . .
y In order to improve the ABM data analysis and interpre-

The research proposal outlined next aims to address the tation, the ABM software environments (such as NETL-
aforementioned problems by providing researchers with ©GO) should be equipped with tools to predict the long-
new ABM verification tools based on formal methods and €M model behavior and the sensitivity of that behavior to

hybrid system theory. The foresaw use of these tools is changes in initial conditions and model parameters. To do
shown in Figure 1 in blue color. so, the aforementioned automata models must be first aug-

mented to include the continuous dynamics present in most
ABMs. This would yield a hybrid system model, which can
2 Research Proposal then be analyzed with the available stability, reachapilit

. and statistical tools.
Most agent-based models are composed of simple agents

that interact with each other and their environment follow-
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Abstract

It has been shown that port-Hamiltonian mechanical sys-
tems can be asymptotically stabilized without velocity mea-
surements by applying a dynamic extension. By intercon-
necting the system with a (virtual) controller damping is in-
directly injected into the system making velocity measure-
ments unnecessary, provided that this damping propagates
to the mechanical system. The approach has been shown for
the case of potential energy shaping and for a class of sys-
tems requiring total energy shaping [1]. We now extend this
idea to the trajectory tracking problem. Like with the sta-
bilization problem we apply a dynamic extension to avoid
having to measure the system velocities and still realize per-
fect tracking of a desired trajectory. This is done for fully-
actuated port-Hamiltonian mechanical systems.

Passivity-based trajectory tracking methods have been pre-
sented in [5, 3], for Euler-Lagrange (EL) mechanical sys-
tems and port-Hamiltonian systems respectively. With
tracking control the energy shaping approach is complicated
by having to modify the energy function into a time-varying
one which in general spoils passivity. In [2] it was shown
how port-Hamiltonian systems are stabilized by canonical
transformation. A port-Hamiltonian system is transformed
into another one while preserving the structure of the origi-
nal system. The transformation also includes the time vari-
able, even for time-invariant systems. This canonical trans-
formation theory is used to transform a mechanical system
into an error system. The trajectory tracking problem then
becomes a stabilization problem. The approach then is to
shape the energy of the error system to realize a stable equi-
librium in the origin. It can be shown that the error system
of a mechanical system having constant mass matrix can be
asymptotically stabilized by the dynamic extension, which
is proven using Barbalat’s lemma [4]. Under extra condi-
tions uniform asymptotic stability can be achieved. For the
more general case, where the mass matrix is coordinate de-
pendent, (uniform) asymptotic stability can be shown only
when some conditions are satisfied. Simulation results for
a two degrees of freedom planar manipulator show how the
tracking error converges to zero.
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For EL systems it has been shown in [5] that semiglobal
stability of the the error system can be achieved. Our next
step is to show semiglobal tracking for our controller in the
port-Hamiltonian framework.
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1 Introduction: Electronics cooling

Cutting-edge technologies increasingly require the ability
for massive heat removal. Pool boiling affords cooling ca-
pacities substantially beyond that of conventional methods,
and is as a result emerging as novel cooling technique.

Pool boiling refers to boiling heat transfer by natural convec-
tion and admits two stable modes: nucleate and film boil-
ing, for low and high temperatures, respectively. Nucleate
boiling is the desired state in cooling applications. How-
ever, it transits into undesired film boiling if the heat gen-
eration exceeds the so-called “critical heat flux” (CHF) [1].
This causes collapse of the cooling capacity. Hence, optimal
cooling performance is a trade-off between efficiency (close
to CHF) and low risk (safety margin to CHF).

High uncertainty in predicting CHF and the inability to ac-
tively respond to fluctuating cooling conditions result in
large safety margins for current applications. Objective is
diminishing this margin by stabilisation of the unstable equi-
libria in the highly unstable transition regime.

2 Pool boiling model description

The model considered, presented in [1], involves only the
temperature distribution within the heater, Figure 1 (left).
It models the heat exchange with the boiling medium via a
nonlinear boundary condition imposed at the fluid-heater in-
terface, which is given by the boiling curve, Figure 1 (right).

1
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Figure 1 Two-dimensional rectangular heater (left) and boiling
curve (heavy) with the constant heat supply (dotted) (right).
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This model is spatially discretised using a Fourier-cosine
and a Chebyshev-tau expansion in x- and y-direction, re-
spectively [2]. This yields the following nonlinear ODE for
T, which represents the temperature profile in the heater,

T=AuT+Byv(u,Tr), Tr(x)=T(x,D)=CT, (1)

with constant matrices and a nonlinear vector v(u, 7). Be-
sides a stable homogeneous (i.e. uniform Tr, Tr(x) = ¢)
equilibrium in the nucleate and film boiling region, one ho-
mogeneous and several heterogeneous unstable equilibria
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exist in the transition boiling regime [1]. Linearisation of
(1) around the equilibrium T. considered, allows analysis
of the nonlinear model using standard control techniques.

3 Stabilisation of the system

First the unstable homogeneous equilibrium is considered
for which the system can be reduced to a one-dimensional
(1D) (i.e. x-independent) system. The compact model is
found fully controllable and observable and thus a feedback
controller in combination with a linear identity observer is
introduced. This linear controller-observer pair effectively
stabilises the nonlinear system by regulating the heat sup-
ply as a function of the internal state. In Figure 2 the inter-
face temperature T is given for small (left) and large (right)
initial perturbations. Local asymptotic stability is proven
(using Lyapunov), while global asymptotic stability is sug-
gested by the large number of simulations with large initial
perturbations (see Figure 2). Furthermore, these simulations
put forth the state-feedback controller as a viable option for
the rapid respond to fluctuating cooling conditions.
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Figure 2 Fluid-heater interface temperature for small (left) and
large (right) initial conditions.

4 Future Work

Analyses reveal that some of the unstable equilibria of the
pool-boiling system can be stabilised. Therefore future work
should comprise: (i) finalisation of the analysis of the 2D
system, (ii) extension to 3D pool-boiling system and (iii)
experimental validation.
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1 Abstract

Distributed parameter systems operating under control con-
straints constitute an important class of infinite-dimensional
systems. Any physical system is submitted to limitations
induced by physical, technological or even security consid-
erations. These limitations are mainly associated to con-
straints of actuators and sensors. Hence, controllers devel-
oped without taking into account these limitations a priory
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we can measure an output that contains only a partial infor-
mation of the state system,

X = AXx({t)+Bu(),

yt) = Cx), .

—02 < u < g, Gu,qeint(RT),
-0y < u < A, Al,Azeint(RT).

So the stabilization was made by an estimated state feedback

may lead to undesirable or even disastrous process behaviorU(t) = KX(t) using a full state observer, which is known as

such as lost of stability. An overview of the state of the art
in stabilization problem for linear distributed parameter sys-
tems with control constraints is given e.g. in [3] and [4].
This work deals with the stabilization problem for linear
infinite-dimensional systems, in the presence of inequality
constraints on both the control magnitude and its rate. The
approach is developed using semigroup theory and the con-
cept of positive invariance. In the last year, the positive in-
variance property of polyhedral domains has been used as
an interesting theoretical tool to treat the problem of con-
straints satisfaction for controlled linear finite-dimensional
systems [5], [6] and infinite-dimensional systems [3]. The
stabilization by a finite-dimensional compensator for a class
of infinite-dimensional linear systems with inequality con-
trol constraints has been investigated in [2] by combining
the approaches of the invariant polyhedral set and the spec-
tral decomposition technique.

The primary objective of this work is to address the stabi-
lization problem with constraints on both control magnitude
and its rate assuming complete observation, i.e. the whole
state is available,

X = Ax(t)+Bu(t), xoeD(A),
-~ < u < g, q,qcint(RY),
=Ny < u < A, Al,Azeint(RT).

In this case, we propose a stabilizing state feedh#iok=
Fx(t) and we give the necessary and sufficient conditions
under which the constraints on both control magnitude and

the compensator design. The main results allow to deter-
mine some suitable positively invariant polyhedral set of ad-
missible initial states, which is in fact, a stability domain for
the closed loop.

These results are illustrated by some numerical example.
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Our second objective is to deal with the same problem for
a more realistic case, assuming only partial observation, i.e.
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1 Abstract

Control strategies that are based on the physical phenom-
ena occurring in the considered system have been receiving
a growing interest over the past years. Among others, let
us mention energy-balancing passivity based control [4] and
more recently power-shaping control [3]. Power-shaping
control is based on a particular formulation of the system dy-
namics, namely the Brayton-Moser equations. This particu-
lar formulation of the system dynamics can also lead to Lya-
punov functions for it. Power-shaping control has first been
applied to electric systems, and then to electro-mechanical
systems, but in [2] a general formulation has been proposed.

A classical study case of nonlinear systems is the exother-
mic continuous stirred tank reactor (CSTR). Although it is a
low order system, the dynamical behaviour shows complex
features, such as multiple equilibrium points. Up to now
no exact link with the thermodynamics for this behaviour
of the exothermic CSTR has been given [1]. In this study
we have applied the power-shaping control approach to the
exothermic CSTR case with the aim of bringing more phys-
ical insight in its dynamical behaviour. This has led to a
“global” Lyapunov function for the adiabatic CSTR case.
This Lyapunov function has then be reshaped by the means
of a controller in order to stabilize the process at any desired
temperature. The obtained controller is also robust against
modeling errors in the reaction kinetics and against mea-
surement errors in the concentration.

2 Problem description and general methodology

The system that has been studied here is a CSTR in which an
exothermic reaction takes place. The reactor can be cooled
by a fluid circulating in an jacket at temperature 7,,. Under
some assumptions on the physical properties of the mixture,
the dynamical model can be written as follows:

dng
{4 =
e

where ny is the quantity of A, T is the temperature,d is the
dilution rate, ¥ is proportional to the reaction heat, k(7T') is
the kinetic coefficient and u is the control input. It represents
the heat transfer rate coefficient and is linked to the coolant
flowrate. It can be shown that the open-loop system (i.e.
u = 0) can have up to three equilibrium states where one of

5 (CX’ 71’1A) 7k(T) na

§(Ty—T) - k(T +u(Ty—17)
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Figure 1: Level curves of the potential function

them is unstable. It can be shown that the system (1) can be
written as follows:

dx
0(x) 7
where x = [n4,T]" and Q (x) is a regular matrix and its sym-
metric part is positive definite. This formulation of the dy-
namics is known as the Brayton-Moser equations. The quan-
tity P (x) (the Brayton-Moser potential) is decreasing along
the trajectories of the system and has local minima at the
asymptotically stable equilibrium states (see Fig. 1).

VP(x)+G(x)u

The Brayton-Moser potential can be reshaped by defining
adequately the control input u(n4,T) to a new potential
function P, (x) that has a local or a global minimum at the
desired closed-loop equilibrium. The effects of modeling
errors on the kinetics or of measurement errors on the con-
centration have also been analyzed.
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1 Abstract

Haptics, in general, refers to the technology and devices
thereof, that present the touch sense or force-feedback to a
human operator from a remote site or from a simulated envi-
ronment. This type of feedback is used for creating an artifi-
cial touching feel at the operator side so that tasks which are
beyond human capabilities, not feasible to fully automate
and/or necessitates exposure to harsh environments, are un-
dertaken. The goal is to be as realistic as possible i.e. the
user experiences the remote site as if he is on site. This is
denoted as Telepresence.

The stability and performance of an haptic device is now
an active area of research from the control theory point
of view, since it embodies different types of control struc-
tures namely, the human user which is highly nonlinear,
band-limited and/or gain limited and assumed to be passive,
the environment again usually passive, the quantization and
sampling. The problem is considered in continuous time e.g.
[1], discrete time or hybrid [5], also as special cases of clas-
sical results [4],[5] and many more. Recent publications [3],
[2] and references therein, indicate the interest in obtaining
numerical algorithms for the analysis problem with the con-
temporary control methodologies.

The purpose of this research is to assess the conservatism
of these methods exist in the literature and try to improve
if possible via using the Integral Quadratic Constraints and
use of Dynamic Multipliers for analysis.
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1 Introduction

The alignment of the beam through the electron microscope
is a manual, tedious and lengthy process, due to the compli-
cated nature of the machine and its electromagnetic lenses.
Automation of the alignment would be a great benefit to the
microscope community, especially since current methods
are dependent on the skills of the microscopist, and align-
ment quality and thus image quality will vary user to user.

2 Method

The Ronchigram (also called shadow image) is a diffraction
image recorded with a convergent beam on the sample [3].
The physical description of the formation of a Ronchigram,
using an amorphous sample which introduces a random
phase shift [2], is available [4] and has been used to simulate
the diffraction images. The Ronchigram image is formed by
convolving the sample function with the probe that illumi-
nates the sample. This probe is formed by the lenses above
the sample and contains information about the lens quality
and the alignment of the microscope. If the lenses and align-
ment were ideal, the probe would be a point on the sample.
Lens imperfections (aberrations) which result in e.g. spher-
ical aberration and astigmatism, will reduce the maximum
possible resolution. In the Ronchigram the influences of the
aberrations become directly visible [4] and can therefore be
used to adjust and optimise the alignment.

The image simulations are done to gain insight into how the
aberrations influence the Ronchigram (forward modelling).
This information can then be used to extract information
from actual images, which in turn can be used for model-
based control of the alignment. Extracting the aberration in-
formation is an important issue. It can for example be done
using shape detection or with correlative or Fourier based
methods. The extracted information can then be used as ini-
tial conditions for nonlinear least-squares analysis.

The transfer from microscope parameters to optical param-
eters is unclear, since the optical parameters, which are used
in the simulations, are not measurable. System identification
will need to be done to learn the transfer from the micro-
scope parameters to the images or to the extracted parame-
ters. Once a model is available, a control algorithm can be
developed that optimises the alignment and minimises the
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influence of the lens aberrations.

3 Results and Future Work

The analysis of the Ronchigram formation has given the fol-
lowing results: the central disk of the Ronchigram is depen-
dent on the defocus: the larger the defocus (overfocus), the
smaller the central disk. The maximum size is reached when
the defocus is such that the spherical aberration is partially
compensated for (Scherzer defocus [1]). If astigmatism is
present, the central disk in the image becomes an ellipse.
The ratio of the long and short axes can be used to find the
value of the astigmatism if the spherical aberration is known.
The angle of the ellipse is connected to the x-y distribution
of the astigmatism.

Several methods have been found that can extract this in-
formation out of the images. This will be used to control
and minimise the aberrations. The above results are for sim-
ulated images, the developed algorithms will be tested on
experimental Ronchigrams. Since the Ronchigram images
are very noisy in nature, averaging methods or multiple im-
age comparisons might be needed. Alignment control in this
case is done separately from the image taking, making any
control not concurrent.
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1 Electron Microscopy

Reproducibility of settings for magnetic electron lenses i
complicated because of hysteresis present in the ferromag-
netic material of the lens-yoke. In an electron microscope,
an electron beam is positioned on a sample with the help of
a magnetic field of which the amplitude is controlled by the
current applied to the lens coils. As afirst principle, alect
optics depend on the magnetic flux density, the velocity of
the electrons and the position of the specimen. Hysteresis
is characterized by means of experiments on a electromag-
netic setup and by analysis of obtained electron microscope
images (Fig. 1).

Figure 1: lllustration of the effect of hysteresis on image-quality.
Two images obtained with the same lens excitation can
be completely different.

2 Hysteresis

Hysteresis can be expressed as a multi-valued input-output
relation that depends on its previous trajectory and silti&

for quasi-dc inputs [1]. The response to periodic inputs
shows transient effects; the minor loops stabilize afteva f
periods. This effect is often called accommodation [2]. The
influence of the history can be wiped out by sufficiently
large excitations. However, such a procedure is time de-
manding.

An illustration of hysteresis (Fig.2) is generated with am i
plementation of a Duhem-class hysteresis model [1], [3].
Unfortunately, this model does not describe accommodation
as observed from experiments [2].

3 Control

Various applications within electron microscopy are in-
volved with repeated variation of the lens excitation betwe
extremes: automated zooming in-out-in, on-off-on with in
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Figure 2: lllustration of hysteresisleft. The virgin curve, the
stationary response to a periodic oscillation with ampli-
tude 0.95, and accommodation of a minor loojght.
Accommodation of a minor loop (zoomed)

dual-beam systems. Here accommodation comes into play.
It is observed that the response stabilizes withidO cy-
cles. In first instance we focus on feed-forward control and
do not considerer image-quality and magnetic flux density
as possible quantities for feedback control.

The settling-time after single switch is in the order of sec-
onds, but can be reduced by choosing a proper input trajec-
tory. However, dynamics and hysteresis are coupled which
means the steady state after overshoot or undershoot will be
different. The way to connect dynamics with hysteresis is
under study.
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1. Introduction

Pneumatic artificial muscles (PAMs) or Mckibben-
based pneumatic artificial muscles have become
desirable actuators alternative to hydraulic or electric
actuators for the development of humanoid robots. Two
main challenges in using such actuator are the
nonlinearity of the compressed air and the nonlinearity of
the PAM dynamics. In this study, the former challenge is
assessed incorporating to the latter, which is completely
solved by using hysteresis model. The study results will
give the overall solution for improving the PAM control
performance.

2. Pneumatic circuit in PAM control applications

In controlling a PAM, the mass of air is charged into
or discharged out of the muscle bladder in order to inflate
or deflate the muscle (simply called for a PAM)
respectively. Due to the Ilimitation of the PAM
arrangements, there is only one port for pressurizing or
depressurizing the muscle. No matter how the valve is
used to feed through and control the mass of air, the mass
flow rate through a none-ideal orifice is governed by the
nonlinear function as follows:

n=pC_| ‘I’(Pd]
m=PF,C—Y| =|,
where:

m is the mass flow rate
B,,P ) are the upstream and the downstream pressure
C is the sonic conductance

T1 is the temperature in the upstream supply, and

v () is the flow function.

The properties of the flow function are determined as:

- two-stage flow such as sonic flow and subsonic flow

- a switching flow since the upstream and downstream
are connected to different media during its functioning

Prof. Hendrik Van Brussel
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The buildup pressure P in a muscle volume is
obeying the first-order system as the following equation:
p=(mrr-r7).

V

where:
7 , R are the process exponent and the air gas constant

respectively.

In PAM control system, the pressure is known as the
only input whereas the muscle force or muscle length can
play a role as an input or an output and the way around.
Assume that the volume V', the process temperature
T are constant, the buildup pressure is very dependent on
the high nonlinearity of the flow function. Furthermore,
the air leakage in the control valve is difficult to model.
The buildup pressure is thus preferable to Proportional-
Integral control architecture.

3. Results and Discussion

The study results show that the buildup pressures are
asymmetric as inflation and deflation due to the
switching property of the flow function. The leakage
shows a predominant and unidirectional effect.

For tracking the pressure precisely, the valve control
signal is used as a reference for tuning control gains
based on the level of the leakage influence. The optimal
gain is chosen based on the asymmetric and switching
flow assessment.

The sonic conductance plays an important role as an
amplifier in the pneumatic circuit of the PAM control. It
is used to select the control valve size with a compromise
between the flow friction damper and the bandwidth of
the overall system.
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1 Introduction X F X R %, %
o il i
S iy >
' k

In high speed atomic force microscopes (AFM), the dynam- — — Fi o
ics of loads such as sample carriers can be an important lim- L !
itation to performance of the vertical axis used for imaging.

To investigate the impact of load flexibility on control per-  Figure 1: FRF of piezoelectric actuator loaded by a flexible load.
formance, the actuator and load are modeled by simple low
order models. Using these models, the mechanical design
can be optimized to achieve maximum control performance.

3 Experimental verification

The influence of load flexibility was investigated on a com-
2 The impact of load flexibility mercial AFM (Veeco E-scanner) based on a piezoelectric
tube scanner. The effect of changing loads was studied by
The dynamics of an unloaded piezoelectric actuator (PEA) adding an additional mass to the cap at the free end of the
consists of an alternating series of resonances and anti- piezoelectric tube. As can be seen from Fig 2, the flexible
resonances[1]. To study the influence of flexible loads we |oad introduces an additional mode causing phase lag in ex-
consider the case where the actuator is fixed on one side and cess of 180 degrees. Compensation by phase lead increases

loaded on the other, see Fig 1. Modal expansion is used to the feedback gain leading to poor noise performance.
model the steady state response to harmonic excitation by

a piezoelectrically induced forde = F,;,ej‘*’t acting on the

Measured

free end of the actuator. g
>T<
Pa(w) = & — T __ &b L9 @) c _
F i; pi(af(L)—w?)  EA G pef S - ‘
For a fixed-free configuration, the resonant modgsthe % TR
modal masgy; and the mode shapegare given by the par- s '§ il
tial differential equation g S , LV W | |1
o i 3 : i .rfv\«{.‘
2 2 104 10° 104 10%
EAa ;E:;’t) + f(x,t)=Ap g ;i)z(’t)’ O<x<L Frequency [Hz] Frequency [Hz]
" _ AULY) A iy Figure 2: Model and measurement of the z-axis of an AFM with-
and boundary conditions(0,t) = 0 and =5~ = 0 giving out additional load (red) and with an increased load-
mass attached at the center of the cap terminating the
_ A JE = PAL @(L)=sin@, i=1,2,..., piezoelectric tube (blue).
L p K 2 K ) Y=y ey

The dynamics of a piezoelectric actuator and load are

F —o? (Pa(w)R2(w))
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1 Introduction

In todays wafer scannexg-positioning stages, consisting of
multiple stacked linear actuators, are being used to jpositi
the wafer accurately in they-plane. Developments in litho-
graphic technologies such as extreme UV, require stages tha
can operate in a vacuum environment. Classical linear actu-
ators are not suitable, since they use mechanic (lubritated
or air bearings which contaminate the vacuum. Therefore
planar actuators with active magnetic bearing, a singlgesta
that has a stroke in two degrees of freedom with the remain-
ing four degrees magnetically beared, is being researched
for these applications.

These planar actuators can be devided into two main topolo-
gies, a moving coils with stationary permanent magnets
topology and a moving magnets with stationary coils topol-
ogy. The former needs a cable slab to supply the transla-
tor coils with power and cooling, introducing very unpre-
dictable disturbance forces onto the carrier. The inverse
topology does not encounter this problem, yet to operate it
completely wireless introduces a lot of extra challenges in
the design [3].

2 Goal

Recently this concept of a moving magnet planar actuator

Coils

(a) Position control using rigid body assumption, the
wrench vector acts at the centre.

Coils

(b) Control using flexible mode dynamics, the force
distribution on the carrier is controlled.

Figure 1: Control of flexible modes in the translator

ics, the flexible modes of the carrier can also be controlled
by using overactuation, this is illustrated in Figure 1.

To increase performance, the machine design will be opti-
mised for closed loop performance. So closed loop perfor-
mance will be expressed as a function of the machine pa-
rameters.

4 Conclusion

has been shown to stably operate in six degrees of freedom, A challenging research topic has been formulated. From a

both by Eindhoven University of Technology [1] [2] and
Philips Applied Technologies. To use these devices into a
wafer stage the accuracy has to be improved a lot. To op-
erate these devices at hanometer-accuracy, a lot of résearc
has to be done on all physical aspects of the machine and
the sensitivity of the control to machine imperfectionssit
supposed that the rigid body assumption of the carrier will
not hold at nanometer-scale, thermal deviations inside the
carrier will affect its dimensions and machine (production
tolerances will be limiting model and control accuracy.

3 Approach

There are more active coils that act on the translator then th

control point of view it is being characterised by both splati
and temporal phenomena and overactuation.
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input freedom can be used for controlling extra dynamics of
the platform. Instead of considering only rigid body dynam-
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Abstract

A procedure for input design is proposed for (mi-
cro)biological systems which can be described by
PieceWise-Affine  Output-Error (PWA-OE) models.
The identification approach is based on the calculation of
control-to-facet input signals such that all modes aretegci
and parameter estimation is improved.

1 Introduction

The ability of a micro-organism to react on environmen-

tal changes and trigger a particular biological mechanism
abruptly when a certain threshold has been reached, iee. lik
a switch, can help the organism to survive or outgrow other
microbial species. Here, a PieceWise Affine approximation
of the deterministic hybrid biological system in [2] is vieih

in OE form and is subsequently used for input design.

2 PWA-OE moded class

The following discrete time model clas#’ is considered:

s {w(k+ 1) = f(x(k),0)

y(k) w(k) + e(k) M)

with
XT
o) 1 forxe 21 qo
f(x,6) = = (2)
o, 1 forxe Zs < gs

wherex(ty) := (w(k) wk-na+1) u(k) ... uk-np+1)) " denotes the
regressor vector. Note that a transition from one ngpdeQ

to anothem; € Q, i # j, Q the set of discrete modes, is in-
duced by crossing the boundaries of bounded polytopic re-
gions of the regressor spaéd. Furthermorew(ty) denotes

the state vector corresponding to nutrient, biomass and nu-
cleic acid (MRNA) concentrations(k) € % = [0, Umay an
inlet nutrient feed concentratiog(k) the measured obser-
vations ande(k) a Gaussian white noise signal. The bound-
aries of Zj, i.e. the linear hyperplaned(x’" 1) = 0, cor-
respond to (nutrient) concentration thresholds.
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It is proposed to excite all, or as much as possible, modes of

the hybrid space®” = { Zi}?_,and fori # j, Zi 2 =0)
by computing a control-to-facet feedback lgw* }}; to a
predetermined route from facet-to-facet. This way, an ap-
proximately equal amount of data points in every mode can
be collected. The procedure is roughly as follows.

3 Input design procedure

It is assumed that initial estimates of parameterMini.e.
6", and 6y are available. Using tools from [3, 1] it is pro-
posed to:

1. Verify if all modes are reachable mtime steps from
the initial pointxp by control-to-facet feedback laws
{u*}?_,. If not, choose different exit facets.

2. Perturlu* with PRBS with small amplitude and check
if conditions in (1) still hold.

3. Collect data se# and estimatd 6™, 8} by a cluster-
ing parameter estimation technique. Return to 2 until
predetermined identification criterion is met.

4 Resultsand Conclusions

Further details, results and concluding remarks will be dis
cussed and presented during the BeNeLuX meeting.
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Abstract

The derivation of dynamic macroscopic models of biopro-
cesses has received an increasing attention in recent years,
with a view to the development of monitoring and con-
trol strategies. Two main approaches can be distinguished.
The first one makes use of the available knowledge about
a detailed metabolic network, and reduces this network to
a 'minimal’ set of macroscopic reactions, which link exter-
nal substrates and cellular products. The other one tries to
directly establish a macroscopic reaction scheme, from ex-
perimental measurements of the time evolution of several
substrates and external cellular products.

The second approach, on which attention is focused in this
study, is of great interest in situations where prior informa-
tion about the metabolism is incomplete or unavailable, a
frequent situation in the bioproduction of pharmaceuticals,
where genetically manipulated strains are used for express-
ing products of interest, and in environmental or agro-food
processes, where a large range of populations of microor-
ganisms are involved.

In this study, a fast and systematic macroscopic model de-
velopment procedure is developed and tested. This proce-
dure, which makes use of and extends recent results, pro-
ceeds in three steps: (a) the determination of the number of
biological reactions following a method based on PCA, pro-
posed in [1,2], (b) the estimation of a candidate biological
scheme, which benefits from a C-identifiability property [3],
but which might lack a biological interpretation, (c) the pro-
jection of this reaction scheme onto a biologically consistent
scheme (using a projection matrix to be determined and the
concept of equivalence discussed in [4, 5].

The main contribution of the present paper lies in the for-
mulation and numerical implementation of step (c), which
consists of two simultaneous optimization problems, one
for estimating the projection matrix while satisfying con-
straints on the pseudo-stoichiometric coefficients (thus in-
corporating prior knowledge, if available), and the other for
estimating the coefficients of a kinetic model while satis-
fying constraints on these coefficients (in the event where
some prior knowledge on the kinetics is also available). The
strong point of this procedure is that it does not require the
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repetitive numerical solution of the mass balance ordinary
differential equations (i.e. the dynamic model of the biopro-
cess), as in conventional identification procedures, and it is
therefore computationally efficient (the procedure is coded
in Matlab using standard functions and allows the devel-
opment of dynamic models within a few minutes of com-
putation). The performance of the method and software is
demonstrated on several application examples.
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1 Introduction

Over the last few decades, research on bacterial cell-cell
communication (quorum sensing) has been quite intense.
Quorum sensing controls microbiological functions of med-
ical, agricultural and industrial importance and a better un-
derstanding of the underlying mechanisms and the condi-
tions under which the signaling occurs, offers possibilities
for new applications. In this research, different hypotheses
concerning the dynamics of AI-2 signaling of Salmonella
Typhimurium are investigated.

2 Results & Discussion
Based on experimental observations from dedicated bioreac-
tor experiments and mechanistic knowledge concerning the
uptake mechanism for AI-2, three different candidate mod-
els for AI-2 dynamics are presented and evaluated. The dif-
ferent hypotheses are introduced below.
Hypothesis A. A first hypothesis assumes that AI-2 pro-
duction is related to preferential substrate metabolism and
that AI-2 production is proportional to the specific substrate
consumption rate. The AI-2 concentration measured in the
growth medium is assumed to be the result of simultaneous
production and uptake.
It has been reported that AI-2 uptake is repressed by phos-
phatetransferase sugars through catabolite repression [1].
Repression of the transporter is causing the maintenance of
AlI-2 level in the presence of glucose (or galactose). The fol-
lowing two hypotheses incorporate catabolite expression as
regulation mechanism for AI-2 uptake.
Hypothesis B. Surette and Bassler [2] conclude from their
results that the AI-2 signal in E. coli and S. Typhimurium
serves two functions, i.e., communicating information con-
cerning both their growth phase and the metabolic potential
of the environment to one another. In hypothesis B, AI-2 is
modeled as a reflection of the growth phase by linking AI-2
to the specific growth rate on preferential substrate.
Hypothesis C. According to the original definition of quo-
rum sensing, bacteria coordinate behavior based on cell den-
sity. In hypotheses C, the original definition of quorum sens-
ing is followed and AI-2 production is linked to quorum or
biomass solely.
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Evaluation. Despite the fact that hypotheses A and B are
based on different assumptions, simulations with these mod-
els provide similar qualitative results which are in agreement
with the experimental data for the continuous experiment.
Hypothesis C, in which AI-2 production is modeled as a re-
flection of cell density and in which uptake is regulated by
catabolite repression, is not able to describe the qualitative
AI-2 profile of the continuous experiment. The high peak in
AI-2 observed in the first hours of the experiments, i.e., dur-
ing exponential growth, cannot be described by hypothesis
C. Based on this observation, hypothesis C can be rejected.
Hypotheses A and B have no problem with the description of
peak accumulation of AI-2 during the first hours of the con-
tinuous experiment and with the description of the steady
states during the continuous experiment.

3 Conclusions

Based on a qualitative comparison of the simulations with
the experimental data, one of the hypothesis could be re-
jected, namely the hypothesis that AI-2 production is linked
to quorum solely. Two candidate models are retained. With
the available AI-2 measurement at this moment, it is not
possible to discriminate between the two remaining candi-
date models. A more quantitative and more accurate mea-
surement for Al-2 is a necessity for further model structure
discrimination.
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Introduction

The reconstruction of seasonal variations in the paleo-
environement is possible thanks to the bivalve shells that
are commonly found back in archeological sites and that
are sensitive environmental recorders [1]. To do these
reconstructions we look to the chemical composition of a
shell along his growth axis. When a certain
element or isotope can be related to an environmental
parameter it is called a proxy for that parameter.

Problem statement

Many elemental and isotopic have been proposed as
potential temperature proxy. But the same problem is
showing up over and over again: a certain elemental shows
a good linear correlation with temperature, but at the
moment that the intrinsic variation has to be explained, the
incorporation of the proxy seems to be much more
complex than assumed in the first instance.

Two observations gave us the idea to use a new type of
models to reconstruct temperature. In first instance we
observed that all proxy incorporations were always
influenced by more than one environmental parameter,
which automatically implicate that the reconstruction of an
environmental parameter should be done with more than
one proxy input. A second observation is that some proxy-
environment relations seemed to be non-linear. We
propose to do climate reconstructions based on Non-linear
multi-proxy models. Here we present our own intuitive
approach to do temperature reconstructions and then we
compare our results to two recognized engineering
techniques: Manifold learning and Supported vector
machines.

Data

These three methods are validated on shell data of Scheldt
estuarine environment using high resolution measurements
of Mg, Mn, Ba, Sr and Pb on a LA-ICP-MS. The site
specificity is tested for all methods using shell-data from 4
different sites along the Scheldt. Time specificity is
checked by reconstructing the temperature corresponding
to a shell that grew in another year.

Results

An_intuitive approach: This approach consists in the
construction of a model based on splines or polynomials in
a multi-dimensional space to describe the variation in the
chemical signature of the shell during a one year cycle.
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The shortest distance from another measurement (e.g. in an
archeological shell) to the model will give a time
estimation, which can be linked in a second step, to several
environmental parameters. [2] With this intuitive approach
we have good reconstructions with a precision of 0.4°C for
shells of a same site, grew in the same year, to moderate
reconstructions with a precision of 0.9°C for shells that
grown on another site, in another year.

Manifold learning: The manifold learning approach that is
a very similar high-dimensional regression technique and
is implemented on our data by Ohlsson et al. [3] and gave
similar results. Very good reconstructions were obtained
for shells of the same site, and the same year, (a precision
of 0.35°C) and moderate reconstructions were obtained for
shells that grown on another site, in another year (a
precision of 1.9°C).

Supported vector machines: The reconstructions generated
by the least square supported vector machines toolbox of
Espinosa et al [4] were less satisfying since the
reconstructed temperature profiles were very scattered and
the precision was lower (from 1.1°C to 3.7°C)

Conclusions

The best reconstructions are computed with the manifold
learning algorithms, but the simplicity and high precision
of the intuitive approach made it a very attractive
alternative in the paleoclimatology research field. The
study shows also that temperature reconstruction seems
possible, but with a moderate precision due to chemical
variability in shells from one site to the other.
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1 Introduction

Streptomycetes are worldwide used for the commercial pro-
duction of antibiotics (e.g., by CIPAN s.a.) and industrial
enzymes (e.g., Danisco-Genencor International). Recently
several genera of Gram-positive bacteria are being tested as
host for the production of heterologous proteins due to their
ability to efficiently secrete proteins in the culture medium.
Among them Streptomyces lividans is the host of choice
for the secretory production of heterologous proteins [1].
This research aims at a quantitative understanding of the
fermentation characteristics of S. lividans. In particular we
are interested in fluxes in the central carbon and nitrogen
metabolism which are directly linked to recombinant protein
production. The complexity of the research will be build up
gradually. In the current first stage, experiments are done
with the wild type strain. Later on, in a second stage, the re-
combinant strain is examined. Mouse tumor necrosis factor
alpha is used as target protein.

2 Materials and methods

Microorganism

S. lividans 66 strain TK24 (John Innes Centre, Norwich,
UK) and S. lividans plJ486rmTNF-o are used. All DNA
manipulations are performed as described in [2].

Bioreactor experiments

Batch experiments are performed in a computer controlled
5 L BioFlo 3000 benchtop fermentor (New Brunswick Sci-
entific, USA) with a working volume of 3 L. As medium the
minimal liquid NMMP medium is used [2]. PID cascade
controllers ensure that the fermentation temperature is kept
constant at 30°C, pH at 7. The dissolved oxygen concentra-
tion is not controlled.

Measurements

Samples collected periodically from the fermentor are evalu-
ated for biomass and extracellular metabolites (i.e., glucose,
organic acids, amino acids, ammonium and phosphate).
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3 Results and Conclusions

Growth, substrate consumption and metabolite production
data are collected. Conversion rates and yields are calcu-
lated from these measurements. The accuracy of these mea-
sured rates is improved by data reconciliation and gross error
diagnosis [3, 4]. The improved conversion rates form a con-
sistent data set which will be used in metabolic flux analysis
(MFA). The metabolic network models for the wildtype and
recombinant strain, nessecary for the MFA, are currently be-
ing developed. These are based on the metabolic models of
[5] and [6].
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Abstract

In recent years, the number of vehicles has grown larger and
larger, and the requirements for traveling by vehicles ate g
ting more and more stringent. To reduce traffic jams and to
promote efficiency in traveling, effective traffic contrdt a
gorithms are necessary. Many control theories have been
applied to control traffic, like fuzzy control, PID control,
model predictive control, and multi-agent control, in camb
nation with different control structures like centralizelis-
tributed, and hierarchical control.

We focus on model-based control methods, and on model
predictive control (MPC) in particular. For different mdde
based control approaches, there exist different requinesne
for the control model. Some models just need to express
the relation between the input values and the output perfor-
mance, but some are more detailed so as to depict the dy-
namics of the traffic evolution; some models are more pre-
cise in modeling the dynamics, while some are simpler so
as to be fast for on-line computing. As a result, there exists
a wide variety of traffic models with different levels of de-
tail. For different control methods, appropriate trafficano
els with the required modeling power need to be established.

In principle, a centralized MPC method guarantees globally
optimal control actions for traffic networks. It can maximiz
the throughput of the whole network, and provide network-
wide coordination of the traffic control measures. However,
the problem is that the on-line computational complexity
for centralized MPC grows significantly, when the network
scale gets larger, the prediction time span gets longer, and
the traffic model becomes more complex or gets a higher

approach, i.e., we develop simplified yet sufficiently accu-
rate traffic models, in particular for urban traffic netwarks

We start with an urban traffic model based on previous work
[1-3]. To reduce the computational burden, the simplified
model enlarges the simulation time interval to one cycle
time. During each simulation time interval, traffic states a
updated once in each link according to the average input and
output traffic flow rates in the current cycle. To add flexibil-
ity, every intersection in the network can have a different
cycle time, and the intersections share the same contrel tim
interval. This control time interval is the least common mul
tiple of all the cycle times of the intersections in the natkvo
Itis necessary to define this common control time interval to
keep the model running and communicating synchronously
under both centralized control and distributed controt. &o
given link the average input traffic flow rates are provided by
the upstream links, which transform their own output traffic
flow rates into input flow rates for the given link taking the
different simulation time intervals into account.

This simplified traffic model provides a good trade-off be-
tween modeling accuracy and computational complexity for
model-based control purposes. To test the model, a simu-
lation is executed to compare it with the other traffic mod-
els [1, 3]. Moreover, conclusions are drawn on which model
to use in centralized or distributed MPC methods.
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Abstract

Urban traffic control poses a challenging problem in
terms of coordinating the different traffic lights that can
be used in order to influence the traffic flow. Model
based control requires hybrid systems models consisting
of interacting fluid flow Petri net models for controlled
and uncontrolled intersections, and cell transmission
models for links connecting the intersections. This pa-
per proposes a simulation based distributed model pre-
dictive control algorithm for solving this problem.

1. Introduction

Classical traffic light controllers use a fixed
red/green schedule that tries to optimize the system
behavior under normal operating conditions, hopefully
achieving green waves most of the time. Recently many
intersections have been equipped with more or less so-
phisticated vehicle detectors that could be used for im-
plementing a feedback control that only gives a green
light to a side road when there are cars waiting there.
This feedback policy may however destroy the green
wave of the open loop controller. The challenge is to
coordinate the feedback actions at neighboring intersec-
tions so that no green time is wasted when no cars are
waiting, but at the same time so that green waves are
preserved.

2. Model

An traffic network consists of many interacting
components, like controlled and uncontrolled intersec-
tions, and road links connecting those intersections. In-
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tersections are best modeled by as a queueing model
considering the road space as a service station, that is
assigned to different traffic streams according to some
priority rule. In order to obtain a simulations model that
is sufficiently fast to be applied in an MPC controller
we propose a fluid Petri net model of these queues [2].
For short links connecting the intersections a simple
time delay may be a sufficiently accurate model, but for
longer links a cell transmission model [1] is proposed.
Together these different components leads to a hybrid
systems model of the plant.

3. Coordinating Control

The size of the model makes imposes a distributed
approach to the optimal coordination control problem.
This means that the local controller for an intersec-
tion will use local measurements on queue lengths, ar-
rival rates, and other local state information, together
with summarized data that coarse describing the state
at neighboring intersections, and some control param-
eters generated by a supervising controller. Each lo-
cal controller should not even have to know the detailed
model of its neighbors, since this could not be reliably
updated anyway. Each local controller could not even
interpret detailed data from neighbors. The supervising
controller also knows only this coarse model of each
intersection.

To obtain the optimal coordinator the distributed
Model predictive Control, as proposed by Krogh et al.
[3] is used. The model predictions required for this con-
troller are obtained by running the distributed simulator
developed for the urban network.
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1 Introduction

Hybrid Electric Vehicles (HEVs) employ several power
sources instead of one. The main advantage of HEVs is
that the vehicle’s kinetic and potential energy can be (par-
tially) recovered and stored during braking or when driving
down-hill. The power request in HEVs is influenced widely
by, e.g., changing vehicle mass and route characteristics.
However, an increasing number of sensors and information
systems enable prediction of the future power requirements,
such that the energy usage can be optimized.

2 Problem Definition

The Energy Management Strategy (EMS) governs the power
split of the driver power request between the engine, electric
machine and service brakes, fulfilling

Prequest([) =Py () + Pengine(t) + Pprake(t). (1

Objective of the EMS in HEVs is twofold; i) maximize ki-
netic and potential energy recovery, ii) optimally use the
stored energy. For an upcoming route, energy optimal de-
celeration trajectories are constructed. Optimal energy us-
age can be obtained by solving

min
Pem (1)

Iy
s.t.: / Pbutlery(PEMvt)dt =850Cena — SOCinitiar- (3)
0

tf
/ it puet (Pt 1), @
0

Besides (3), (2) is subject to several component size limi-
tations. Using the method of Lagrange, (2) and £3) can be
rewritten by introducing the Lagrange multiplier A

min (mf'uez(PEM) + inattery(PEM)) . “4)

Pep(1),4

3 Predictive Energy Management

Figure 1 shows a schematic representation of the setup pro-
posed in [1]. Route information can be derived from Ge-
ographical Information Systems (GIS) in combination with
a routeplanner and GPS. Using a trajectory builder, the fu-
ture power request trajectory f’rgqum(t) can be predicted.
Hereby, it is assumed the current vehicle mass 7, and road
load force I:}l (v) can be estimated.

Dynamic Programming (DP) is used to solve the constraint
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Figure 1: Energy management topology.

equation (2) for ﬁ,eques,(t). Output of the DP algorithm
is A and a predicted battery state-of-charge S OC(x) trajec-
tory as function of distance x. DP calculations are computa-
tionally heavy and the actual Py.qyes is not exactly known
in advance. Therefore, X is calculated iteratively and X is
adjusted for changing conditions by feedback on the actual
battery state-of-charge SOC

s(x) =i+ K(SOC(x)—S0C). 5)

Here, K is a constant feedback gain. Substitution of A in
(4) by s(x) is proposed, providing a real-time power split
determination with little computational effort, just solving
(4) for the next Pg s (tx+1) only.

4 Simulation Results

The table below shows the hybrid fuel saving potentials,
compared to a conventional vehicle on a city route. Route
optimization provides a large improvement in obtainable
savings. Besides, the vehicle mass has considerable influ-
ence on the energy saving potential. The proposed control
structure enables adaption to changing operating conditions.

original route | optimized route
empty vehicle 9 Mg -1.7 % -11.7 %
loaded vehicle 18 Mg -8.9 % -17.0 %
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1 Abstract

Tracking in WiMAX networks is gaining a lot of inter-
est; especially after the mobile WiMAX became one of the
emerging technologies that promote low-cost deployment
and evolving to provide IP-based services of high mobil-
ity including providing location-based services (LBS). The
SCORE values are RSS-based values, used by the stan-
dard WiMAX modems to evaluate the connection quality
between the subscriber station (SS) and the available base
stations (BSs). The advantage of using the SCORE values
is the possibility to obtain them for all the available BSs
simultaneously and without adding any extra software or
hardware. But the disadvantage lies in their low accuracy
comparing to the received signal strength (RSS) values.

2 Tracking using particle filters

Two particle filters were used to track the target (user)
[11,[2]. The first one exploited the target dynamic informa-
tion and the second filter exploited the public road network
information in addition to the dynamic information.

2.1 State Models

The first particle filter uses a classical (nearly) constant ve-
locity model with state x; = [ p’,§+1pi+lvz+1v};+l ] where
variables p and v denote the position and velocity of the the
target respectively. The motion model is given

i il
ka+1 0 16 Vi Tit1o i
Vigt Vi

ey
where wy is a two dimensional white Gaussian noise with
zero mean. The second particle filter makes use of the
road database information and uses a reduced order motion
model [3]. The state of the particle filter is denoted by x},
where r stands for emphasizing road-information. The fol-
lowing model is used for the dynamics of x;.

r r
Pi+1 Pr-+1 .
r — T r
Vigr | = Vit | TRV WG 2)
X o
Uer1 U
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where
2
|:p]:<+l:|:|:1 Tk+1:||:pg:|_~_ % Wlicl 3)
Vi+1 0 1 Vi Titq *

2.2 Measurement Models
The measurement update is the same for both particle filters.
At a single time instant #;, the measurement vector is in the
following form.

T
Vigs ]

w=[W Vv 4

Nps is the number of base stations. The values V; is the
corresponding scalar RSS (SCORE) value detected from the
Jjth base station. the results are shown in figure 1.
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Figure 1: Using motion model with road information (on-
road) and without road information (off-road)
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1 Introduction

A Networked Control System (NCS) is a system that
operates over a shared real-time network. Because of
typical network characteristics, the control system has
to deal with (i) quantisation of the signals, (ii) varying
transmission delays (iii) varying sampling intervals, and
(iv) communication constraints, i.e., not all sensors and
control values can be transmitted at any time.

(t) = Aw(t) + Bi(t)
y(t) = Ca(t)

Figure 1: Networked Control System block diagram

Stability of the NCS subject to (iii) and (iv) can
be guaranteed if the controller stabilises the non-
networked system and the sampling intervals are suffi-
ciently small (see, e.g., [?, ?]). By explicitly exploiting
the linearity of the systems under study and taking a
discrete time switched systems approach for the pur-
pose of stability analysis, we obtain less conservative
results.

2 NCS Model

Consider the NCS as given in Fig. 1, in which a con-
tinuous time plant is controlled by a discrete time con-
troller. Because of the network imperfections the actual
input of the plant @ and the controller § are not equal
to uw and y, respectively.

Which sensor or actuator communicates its values is
dictated by the protocol. We consider the so-called Try-
Once-Discard (TOD) protocol, i.e.,

ATy

o = argmax(|lyx — Gll, - lye” — 9.1,

g =l [l = g |)).

where y; and uy denote the measured output and the
controller output, respectively, at transmission k and ¢y,
and uy the previously sent values. By combining the
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plant, controller and the network effects, we obtain an
uncertain switched closed loop system of the following
form:

i‘k}-‘rl = Ahk,ok-flw
where Zj denotes the state of the NCS, hj the sampling
interval, and o the protocol.

3 Convex Overapproximation

Since verifying stability for all h € [h, h] would require
to check stability for infinitely many possible sequences
of (hg,h1,...), we tightly overapproximate the system
by

Tht1 = (Zgl oA+ alBZACa) Ty,
where a € A = {a € RM|Zi\4al = 1,aq > 0} and

A e A ={A e R”™ | |A|] < ~}, are both time-
varying, such that

{Ano | h e [hh]} C
(M il + BAC, [ae A A € A}
For these systems, we can guarantee stability by veri-

fying a finite number of matrix inequalities [?].

4 TIllustrative Example

To illustrate the theory, we consider the benchmark ex-
ample of a batch reactor. The results are shown in
Table 1.

Table 1: Allowable Range of Transmission Intervals

Method [ Range
Simulation based, obtained in [?] h € (0,0.06]
Theoretical, obtained in [?] h € (0,107°]
Theoretical, obtained in [?] h € (0,0.0108]
Newly obtained theoretical bound [?] h € [107%,0.032]
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1 Introduction

In this paper we show how to discretize a distributed model
of the dynamics of an inflatable space reflector in port-
Hamiltonian (pH) form. This model can then be used to
design a controller for the shape of the inflatable structure.
Inflatable structures have very nice properties, suitable for
aerospace applications. We can construct e.g. a huge light
weight reflector for a satellite which consumes very little
space in the rocket since a reflector can be inflated when
the satellite is in the orbit. The starting point of the control
design is modeling for control, in this case lumped pH mod-
eling, since these models offer a clear structure for control
design. We will show how to derive a nonlinear finite dimen-
sional pH model of a 1-D Euler-Bernoulli beam with piezo
actuation. In the future we will also focus on 2-D models.

2 Infinite dimensional Model

The infinite dimensional model of a pizeo-electric Euler-
Bernoulli beam is given as

p £,
o = JVH+B| f, (1)
E I,
y = B'VH,
where
[ 0 %13 g
J = |2 0 0|, g2=[200)e0).80)]
| —¢g* 0 0
[ 2dy, O —2dyhy O O O 0O
B' = 0 2d, 0 000 O
| 0 0 0 00 0 =

This system is an infinite dimensional port-Hamiltonian
model. To design a controller for this system we have now
two possibilities. We can design the controller for the in-
finite dimensional model and then spatially discretize the
controlled system. Or we can first spatially discretize the
system to end up with a finite dimensional model of the sys-
tem and then design a controller for the system. Here we
want to apply the later idea.

3 Spatial discretization

The spatial discretization of the system has to be done in
such a way that the discretization of the system preserves
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the structure of the system. This makes it impossible to
use standard discretization techniques like finite element or
finite difference methods. Instead we use an adapted dis-
cretization method [1] which preserves the structure of the
system. The method uses some ideas of the finite element
method. The idea behind this method can be described in
the following way.

First we rewrite our equations of motion in terms of differen-
tial geometry. Then we identify all one and zero forms. For
example the strain is a one form because we have to inte-
grate over an interval to derive the elongation (strain) of the
interval, while the stress is a zero form because we can mea-
sure the force acting at any point. This one forms are then
approximated by a combination of functions and one/zero
forms, e.g. we approximate the strain (one form) on the in-
terval Z,;, = [a,b] in the following way

e(z,1) = eap(t) 05y (2)

where it holds that

/abs(z,t) = ea(1)
The stress (zero form) can be approximated as
0(z,1) = Gu(t)wg (z) + (1) @y (2)
where it holds that
ol(a,t) = o,(t), o(b,t) = 0p(t)

This gives certain constraints on the approximating one/zero
forms. The next step is to integrate the approximated func-
tions over the interval Z,,. Then we have to define ports at
the boundaries where the finite element exchanges energy
with connected finite elements. This makes it then possi-
ble to define an interconnection structure of the system such
that the final system is an finite dimensional approximation
of the dynamics on the interval Z,;,. The so derived finite
dimensional system is still in port-Hamiltonian form.
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1 Introduction

Due to market saturation, global competition and a world-
wide financial crisis, today’s chemical industry strives for
more efficient processes in order to reduce the production
costs without disregarding safety and environmental lim-
itations. Mathematical process models and model based
optimisation techniques have proven over the past decades
to be extremely valuable tools for optimising the opera-
tion, control and design of chemical processes, resulting
in the desired profit improvement within the given safety
and environmental restrictions. Application of these model
based techniques to tubular reactors, important workhorses
in process industry, e.g., for the production of low-density
polyethylene (LDPE), paves the way to improved operation
policies and enhanced tubular reactor designs.

2 Project

This project deals with a model based optimisation and
design of tubular reactors for the production of low-density
polyethylene. Based on information received from the
industrial partner and found in literature ([2, 3, 7, 8]) a
complex model with numerous (un)correlated differential
and algebraic equations is obtained. This complex model
consists of mass and energy balances, as well as of de-
tailed relations for reaction kinetics [4, 5], heat transfer
phenomena [6] and physical properties [1]. Based on model
reduction techniques or by doing an extensive sensitivity
analysis on the unknown model parameters, the model is
first condensed to a basic model which still contains suffi-
cient essential information and characteristics of the LDPE
production process. Depending on the different research
objectives, in which the emphasis can be put on either
the heat transfer, the reaction kinetics or specific design
specifications, this reduced model will be further adjusted
to the required level of detail. These adjustments result
inevitably in the re-increase of the model complexity, but
also yield tailored and well defined optimisation problem.
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1 Introduction

New digital subscriber line (DSL) technologies are
developing in order to meet the ever increasing
bandwidth demand of the users. One very promising
approach injects ‘common mode’ signals that
superimpose a signal on two regular differential pairs.
This technique requires new reliable models for the
telephony cables. The models are based on the
Multiconductor Transmission Lines theory. In this
abstract it is shown how the parameters of a quad (cable
with four conductors in a square formation) can be
modelled. Measurements have been done for the
validation.

2 Modeling of the parameters
The Multiconductor Transmission Lines theory is used
to model a transmission line. Figure 1 shows the
schematic diagram associated to the telegraph equation.

R.AL LAL

Al

Figure 1: Infinitesimal section of length Al of a transmission line

Good approximations for the different physical
parameters R, L, G and C are indispensable. This
problem is decoupled.

First we consider the longitudinal propagation to
determine the resistance R and the inductance L. An
analytical expression, based on the distributed
character, has been derived by Belevitch [1]. This series
impedance has been validated with measurements as
described in [2].

For the transversal problem, different orders of
magnitude are involved. No analytical expression exists
to characterize the conductivity G and the capacitance
C. A quasi-stationary approximation is made in the
transversal plane. Both C and G are independent of the
frequency.

Since G depends only on the dielectric, and since this
medium is considered to be uniform, we can safely
assume that G is constant.

To determine the capacity C, we follow the method as
described in [3]. Since the charge Q is related to the
voltage V by the capacitance matrix, we need good
approximations for Q and V. To describe the charge

97

distribution around the i-th wire, a Fourier series in the
peripheral angle 0 is used (figure 2).

Figure 2: Determination of the charge on a conductor

The total charge g; on the i-th conductor is obtained by
integrating the charge density around the wire periphery.
The voltage V; is defined as the difference between the
potential ®@; and a reference potential ®@,. The ratio of
the matrices Q and V is given by the capacitance matrix
C.

3 Validation

Since the four parameters are known, we will use them
to model the S;; parameter of a quad. The simulated S,
curve can be verified with S;; measurements. Therefore,
a setup, consisting of four parallel copper wires, was
built. To measure the S;; curve, we put a signal on two
wires. The two other conductors will serve as return
path. Figure 3 shows the S;; measurement for an open
termination that will be used for the validation.

20 25

10 15
frequency [MHz]

Figure 3: S;; measurement for an open termination

4 Conclusions

This abstract explains how the physical parameters of a
quad cable should be calculated. Those parameters are
necessary to set up a full transmission line model for a
quad which take also the common mode signals into
account. This will lead to faster DSL technology .
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1 Introduction

Batch crystallization processes form the most important
technology used for separation of the Active Pharmaceuti-
cal Ingredients from solutions in pharmaceutical indestri
The process is widely known as irreproducible and sensi-
tive to environmental conditions and forms bottleneck i th
production process. Within this project model based con-
trol technology will be employed to improve conditioning
and therefore improve reproducibility these processeg Th
growth rate of crystals is assumed to be a important qual-
ity parameter of the process. This presentation considers a
attempt to estimate of the crystal growth rate based on line
measurements of the crystal size distribution.

2 Problem Description

A batch crystallizer is a multi-phase system, which can be
modeled using physical relations for the solid phase, diqui

phase and energy balance. The state of the solid phase is

characterized by the crystal properties. Typically a numbe
density functiomn(L,t) for the characteristic crystal length
L is introduced and its evolution is described by the partial
differential equation:

Siep Weiland
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Technische Universiteit Eindhoven
P.O. Box 513, 5600 MB Eindhoven
The Netherlands
Email:s. wei | and@ ue. nl
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Figure 1. Time dependent number density distribution with

G(t) = 0.1+ 0.1sin(t).

tem into account. When this is done we attempt to find a
functional relation betwee@(t), C(t) andT (t).

The functionn(L,t) can be approximated by a series ex-
pansion on finite number of basis functidigs(L), gi(L)...]
ie.n(L,t) =3~ qai(t)@(L). By use of Galerkin projection

the system 1 can approximated by a finite dimensional time

dn((;,t) +G(C(t),T(t)) 0n(§IEt) =0 (@) variant state space system with the structure:
n(L,0) =no(L), n(O,t) =Dh(t) ) a(t) = G(t)Aa(t) + Bu(t) (3)

HereG is the unknown growth rate function, which depends  This representation of the system can be analyzed by use of
on the concentratio@(t) and temperatur@ (t). The con- traditional methods for time variant systems.
centration and temperature are assumed to be measurable.

The functionb represents the birth of crystals, but is as-
sumed to be zero for simplicity. By use of modern sensors it
is possible to obtain an on-line estimaug.,t) of the num-
ber density functiom(L,t). For research purposes datasets

n(L,t) have been generated by use of the CE/SE method [1].

A possible measured{L,t) is shown in figure 1.

3 Model based approach

The measurement af(L,t) is usually unreliable at small
crystal sizes and distorted by noise. The goal of our rekearc
is to develop a method for estimation @{t) which takes
the conservative properties of the underlying dynamic sys-
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1 Introduction

Over the last few decades, control of fluid dynamics has be-
come a problem of high interest in the control community
[1]. This interest is due to the variety of industrial appli-
cations (e.g., transport of fluids in pipes, mixing of fluids
in chemical reactors). The goal of flow control is to lower
the operational expenses and improve the process perfor-
mances. In general, the motion of fluids is described by an
enormous number of states in order to model a microscopic
behaviour of the flow. However, there is a number of com-
plex issues underlying the microscopic flow control problem
such as implicit modelling, input-output structure, numeri-
cal stability and simulation time. In this work, we introduce
a macroscopic observation of fluids in a bubble column as an
initial research for deriving a compartmental model for fluid
flows. The model can be used to investigate model-based
control strategies for bubble columns and can be beneficial
for many practical implementations.

2 The dynamical model

For a bubble column, the flow model is usually formulated
in terms of two sets of conservation equations for each fluid
separately, after which the equations are coupled via inter-
active terms [2]. A one-dimensional form of the model is
based on the conservation equations only in the x-direction
and can be written in matrix form as follows [3]

P
E—+A—=
o Aox
with @ =] ag v v ]T where ¢, is the volume occu-
pied by the gas phase, v, is the velocity of the gas phase and
vy is the velocity of the liquid phase. The system matrices
are given as

ey

(1 0 0 Ve % 0
E=|1 0 O yA=1 v 0 =140 |,
0 _
- Pe P 0 pgve  —pvi
[ 0
c= 0
L g(pg_pl)‘FB(Vg_Vl)(a%,‘F 1,1%,)

The compartmental model of the bubble column is obtained
by dividing the total volume into a several compartments
which are connected in a series.
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In this presentation, we introduce the compartmental model
of bubbly flow and discuss some stability issues of the de-
rived model.
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Introduction

Nuclear fusion plasmas are subject to various instabilities,
one of which is the sawtooth instability: the repetitive phe-
nomenon of central plasma temperature increases, followed
by sudden crashes, see Figure 1. These crashes limit the cen-
tral plasma temperature, but also removes helium ash from
the plasma core. By controlling the sawtooth period we
can optimize between these effects. Understanding the dy-
namics of the sawtooth is then a first but crucial step.

Temperature

2.22 2.23 2.24 2.25

time [s]

Figure 1: Sawteeth in central temperature measurements
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2.2

Sawtooth modeling

In a tokamak fusion reactor the hot plasma is confined us-
ing toroidal and poloidal magnetic fields Byo; and Epol, see
Figure 2. The sawtooth instability is believed to be related
to these fields. The most important parameters in explain-
ing sawteeth are the safety factor g (magnetic ‘twist’ in B
or ratio between Etor and Epol) and magnetic shear (radial
derivative of the ‘twist’).

7

poloidal
angle

toroidal
angle

Figure 2: Toroidal and poloidal field lines

Porcelli’s model [1] predicts the occurrence of a sawtooth
crash, which can be related to a critical shear value at g = 1.
Kadomtsev’s model [2] describes what happens at such a
crash, i.e. Bpo and the temperature T are ‘reset’, such that
both are flattened over r. In between crashes By, and T
evolve according to a diffusion and energy PDE respectively.
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The TEXTOR environment

The derived sawtooth model is focussed on the TEXTOR
tokamak in Jiilich, where experiments will be done in the
near future. On TEXTOR sawteeth are detected using 6 tem-
perature measurements, while actuation is done via a local
current drive Jcp (which influences By, ¢ and the shear).

Sawtooth simulations

This TEXTOR-focussed model has been implemented in
Matlab Simulink. The simulations show realistic sawtooth
periods of around 17ms. Figure 3 shows the effect of the
current drive Jcp on the steady state sawtooth period. Ac-
tuation inside the plasma core reduces the period, whereas
current drive outside the core increases the period. Similar
behavior can be observed in past TEXTOR experiments.

Sawtooth period
90,

80
707

No / long sawteeth
---No CD
» Varying CD location

A U O
o O o
T T T

period [ms]

30r

012 013 014 015
rdeposition [m]
Figure 3: Effect of the current drive deposition location on

the sawtooth period

0.1 0.11

Future research

More simulations and analyses will be performed to gain in-
sight in the system. TEXTOR experiments will be done to
check the model and perform system identifications. Ulti-
mately, a controller will be defined and tested (in simulation
and on TEXTOR) to regulate the sawtooth period.
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1. Introduction

The problems of phase resetting by external (periodi-
cal) input consists in assignment of a desired value for
phase applying some (may be periodical) control input [2,
4, 5]. This problem is frequently addressed in oscillators
synchronization framework, when external input is an out-
put of another oscillator, which phase becomes desired for
resetting [5].

This problem is rather old and practically important [6].
In control theory literature there exist a few approaches to
the problem, among them it is necessary to mention mas-
ter-slave synchronization framework, optimal or predictive
control application for phase resetting [1, 3], weak cou-
pling approach [5], phase resetting curve (PRC) with Poin-
caré phase map approach [4]. The purpose of this work is
to extend the latter one proposing new control strategy for
impulses timing based on PRC.

2. Phase resetting map

Consider the following system:
x=f(x,u),
the the

f:R" = R" is a smooth function. It is assumed that for
u(t)=0, t >0 the system has asymptotically stable 7T -

()

where xe R" is state, ue R s input,

periodical solution y(#)="y(t+ 7). The image of this solu-
tion in the state space is called limit cycle, for which we
can define a scalar phase variable v:R —[0,2w), that
uniquely determines any solution of the system (1) on the
cycle [2,4, 5], 0=w=2n/T . Thus, any solutions starting
on the limit cycle can be characterized by initial phase
Vv, €[0,2m), then v(¢) =t +v,.

Let initial conditions belong to the limit cycle with
some v, €[0,2w), the input be an “impulse” with prop-
erties u(¢)#0, 0<¢<¢,<T and u(t)=0, t=¢,. Then
due to stability of the cycle the trajectory will return back
with probably new phase v,,, #v,,. The map, which

tabulates the difference between values v,;; and v for

all v,,; €[0,2w) and for the given “impulse” input, is
called PRC [4, 5], i.e.
Vyew = Vold + PRC( Vold ) . (2)

Analytically PRC can be computed using linearization of
the system (1) on the limit cycle [4].

Now assume that this “impulse” input is applied peri-
odically with period 7' (note that #, <7'), then from (2)
the phase dynamics is described by the following discrete
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nonlinear system [4]:

Vi =V; + PRC(V; ), V=0, 3)
where i=1,2,3... is the number of the current “impulse”.
The map (3) is called Poincaré phase map, it ensures con-
vergence of the phase to some zeros of (3) or PRC if any,

1.e. to solutions v, € [0,27) such, that PRC(v,)=0 [4].

3. New PRC control

Now assume that the “impulse” is repeated not with the
fixed period T’ but with phase shifts u; € [0,27) , then

Vi =V; + PRC(u;), Vg =V, “
and this is a controlled nonlinear scalar system. Applying
control theory it is possible to design controls u; providing

resetting of the phase v to any desired value.
We propose and examine two strategies: open loop
(when u; for all i=1,2,3... are calculated a-priori basing

on the model (4) for derived PRC) and feedback one (when
u, are calculated for the model (4) basing on derived PRC

and on-line measured v, ).

Both strategies are successfully tested on several ex-
amples of biological oscillators (circadian oscillators,
modified van der Pol oscillator). The advantage of the pro-
posed approach consists in low dimension of PRC (it is a
scalar map of scalar argument, which completely describes
phase resetting dynamics by “impulse” input) and that
PRC can be measured experimentally even for oscillators
which have not well investigated detailed models.

References

1. Bagheri N., Stelling J., Doyle F.J. Circadian phase reset-
ting via single and multiple control targets. Comp. Biology,
7(4), 2008, pp. 1-10.

2. Blekhman L.1. Synchronization in Science and Technol-
ogy. New York: ASME Press, 1988.

3. Forger D.B., Paydarfar D. Starting, stopping, and reset-
ting biological oscillators: in search for optimum perturba-
tions. J. Theor. Biol., 230, 2004, pp. 521-532.

4. Izhikevich E.M. Dynamical Systems in Neuroscience:
The Geometry of Excitability and Bursting. The MIT press,
2007.

5. Pikovsky A., Rosenblum M., Kurths J. Synchronization.
A Universal Concept in Nonlinear Sciences. Cambridge:
Cambridge University Press, 2001.

6. Tass P.A. Phase Resetting in Medicine and Biology.
Stochastic Modeling and Data Analysis. Berlin: Springer
Verlag, 1999.



Book of Abstracts

28th Benelux Meeting on Systems and Control

Dynamical Positioning of Ship Motion; A nonlinear Regulation
Problem

Shah Muhammad and Jacob van der Woude
Delft Institute of Applied Mathematics, Delft University of Technology
Mekelweg 4, 2628CD Delft, the Netherlands
E-mail: s.muhammad @tudelft.nl

1 Introduction

We study the nonlinear regulation problem of ship motion
dynamics [1] in surge, sway, and yaw directions. We use a
state space model. We write our state space model in the lin-
ear state dependent coefficient (SDC) form. Now the system
matrices are state dependent. Specifically, our system matri-
ces have a state dependency due to a single state component.
The state space description of the system is given by

HEGEAHEES

Here 1, v, and u describe the position, velocity and con-
trol, respectively. J(y) is the coordinate transformation ma-
trix and M and D denote the inertia and damping matrices.
This description of the system accounts for only the forces
due to damping, inertia, and external control effects. At the
moment we are not taking into account the environmental
forces like affects of wind, waves etc. The first aspect that
we consider is the global asymptotic stability. This means
that we look for a control which can regulate the states to
the stable equilibrium point of the system dynamics from
any where in the state space of the system.

O3
03

J(y)
-M~'D

} u, xo =x(0). (1)

2 Global Asymptotic Stability Analysis

We know that a linear constant coefficients system is (glob-
ally) asymptotically stable if and only if the system ma-
trix is Hurwitz (asymptotically stable). We extend this idea
to nonlinear systems. From the literature we know that
the assumption that the system matrix is Hurwitz is not
enough, and we require additional assumptions to establish
the global asymptotic stability of the nonlinear system. We
control the system described in (1) by means of an LQ based
feedback. The resulting closed loop system is continuous,
periodic and Hurwitz for all y. Based on simulation experi-
ments, we believe that a nonlinear system whose system ma-
trix satisfies the three assumptions, will have global asymp-
totic stability. We combine the Lyapunov stability theory
and the LMI’s to establish the global asymptotic stability of
the special type of the nonlinear systems where the system
matrices depend periodically on a single state component in
a continuous way.
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3 Fourier Series Interpolation Method

The second aspect that we consider arises from the afore-
mentioned work. We find that the SDARE' based control
law yields a continuous, Hurwitz, and periodic system ma-
trix in the feedback dynamics corresponding to (1). The use
of the SDARE based control law requires the online com-
putation of the solution of the matrix Riccati equation. This
is computationally an expensive job. We utilize the fact that
the system matrix is piecewise smooth and periodic and give
a Fourier series based method for the solution of the special
type of the SDARE. We call our method as the Fourier series
interpolation method. This method reduces the online com-
putation cost by offline computing the Fourier coefficients.

4 Results and Perspectives

We study the global asymptotic stability of a nonlinear sys-
tem whose system matrices depend on a single state compo-
nent. We assume three conditions on the system matrices;
continuity, being Hurwitz, and periodicity. The simulation
results point out that these assumptions are sufficient for the
global asymptotic stability of the nonlinear systems. How-
ever, the lyapunov theory and LMI based approach that we
propose to establish the global asymptotic stability, prove to
be a heuristic approach. It works fine for some systems but
does not help for the system given in (1). More investigation
into the details of the procedure are intended. We propose
a Fourier series based interpolation method for the solution
of the SDARE associated with the system dynamics given
in (1). This method is useful in reducing the online compu-
tation cost for the solution of SDARE in an SDARE based
feedback control law.
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1 Introduction

The performance and stability of a control system can be
directly affected by a time-delay located either in the inputs,
the outputs or both. In the case of mobile robots, an input
time-delay may become critical in different situations, such
as when vision is used as the localization technique and a
high frame per second rate is demanded, or when centralized
control of multiple agents is desired, or even if very accurate
regulation or tracking is required. Since the control laws
derived from the mathematical models that include a time-
delay are of a noncausal nature, a state predictor becomes
necessary to implement them.

2 Application of a predictor based on synchronization

In [1], a state prediction method for nonlinear systems
has been proposed. This method is based on anticipated
synchronization exhibited by chaotic systems with time-
delay and does not require numerical integration. The
predictor estimates the future value of the system and the
predictor’s output z(¢) is used in place of the actual state of
the system ¢(t) in the feedback u(z) = y(-). The prediction
error is defined as e(t) 2 z¢(t) — q(t), where z;(t) = z(t — 7).
The proposed control scheme is shown in Figure 1.
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Figure 1: Predictor based on synchronization control scheme.

The predictor is applied to the posture kinematic model of a
unicycle-type mobile robot, given by,

i=vcosO, y=vsinh, 6=ow, (D

where the forward velocity v and the angular velocity @ are
established as inputs.

Toshiki Oguchi
Department of Mechanical Engineering
Tokyo Metropolitan University
192-0397 Tokyo
Japan

Numerical simulations considering the control law proposed
in [2] are shown in Figure 2.

Y (m)

&)

Figure 2: Workspace behavior and prediction error plots.

The upper plots show the reference (solid), predictor
(dashed) and robot ( ) behavior in the X-Y plane. The
lower plots show the prediction error of each state for these
trajectories, i.e. x (solid), y (dashed) and 6 ( ).

3 Conclusions and future work

The state predictor based on synchronization is capable of
coping with disturbances and model or delay mismatches,
and does not require numerical integration. Future work
includes a formalization of the stability proofs in the current
context and the implementation of the control scheme in an
experimental setup.
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1 Abstract

The ability of Inkjet technology to deposit materials with

diverse chemical and physical properties on substrate has

made it an important technology for industry. Apart from
conventional document printing, Inkjet technology hasbee
successfully applied to manufacture e.g. solar panelssPCB
and flat panel displays. Typically, a drop-on-demand (DoD)
inkjet consists of several ink channels in parallel. Each
channel is provided with a piezo-actuator, which on appli-
cation of standard actuation voltage pulse can generage pre
sure oscillations inside the ink channel to push the ink drop
outof the nozzle. The volume of the jetted drop is very small
compared to the volume of the ink channel, hence the ink
channel dynamics can be considered linear. It is possible to
experimentally obtain dynamic models from the input volt-

e The driving electronics limit the range of actuation
pulses that can be generated in practice. One pos-
sible choice of the actuation pulse is the trapezoidal
waveform [3].

e No sensor is provided for real-time measurement of
the channel pressure or the meniscus velocity.

e The time interval between two drops is very small.

As afirst step we will attempt to minimize the residual pres-
sure oscillations within one single channel. In order to re-
duce the residual pressure oscillations we will proceed as
follows. We suppose that the plant transfer functit(z)
between the actuation pulse and the pressure in the ink chan-
nelis known and that we can design a tempjaig(t) for the
channel pressure which is desired as the outputi.e. a pres-

age of piezo actuator to the pressure inside the channel and syre profile with fast decaying oscillations. Based on this

also from the input voltage of piezo actuator to the meniscus
velocity [1]. The meniscus is the ink and air interface in the
nozzle.

The print quality delivered by an inkjet printhead depends
on the properties of the jetted drop, i.e. the drop velocity,
the positioning and the drop volume. To meet the challeng-
ing performance requirements posed by new applications,
the drop properties have to be tightly controlled. The pro-
ductivity and performance of the inkjet printhead is lindite
by two operational issues. The first issue is thgdual
pressure oscillation. The actuation pulses are designed to
provide ink drop of specified volume and velocity under the

assumption that the ink channel is at steady state. Once the [1]

ink drop is jetted the pressure oscillations inside ink ehan
nel takes severgls to decay. If the next ink drop is jet-
ted before settling of these residual pressure oscillatithre
resulting drop properties will be different compared to-ear
lier drop. This can degrade the printhead performance. The
second operational issue is tbrss-talk. The drop proper-
ties through an ink channel are affected when its neighbor-
ing channels are actuated simultaneously. The two major
sources of cross-talk are acoustic and structural crdiss-ta
[2]. Itis possible to tackle these issue with system and con-
trol approach. Given the fact that printhead dynamics ig ver
predictable and the bitmaps to be printed are priori known,
feedforward control can be used to improve the performance
of the DoD printhead. The possibility to use feedback con-
trol is ruled out due to the following limitations of the aetu
ation system

templateyyes (t) and the transfer functiohl(z) an optimal
actuation pulsei(t) will be determined as the one minimiz-
ing the following objective function

T

S = 5wt (1) - H(Zu(t))? (1)

t=
with w(t) some user chosen time-domain weighting. In this
optimization problem, the class of input signals is limited

trapezoidal actuation pulses since these are the pulses tha
can be generated in practice.
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1 Introduction

Traditionally, the control of bioreactors in industrialip
cations is restricted to the regulation of pH and tempeeatur
at constant levels to provide appropriate conditions for mi
crobial growth [1]. In the last years, much research has been
carried out to optimize the productivity of biomass by regu-
lating the level of biological variables such as biomasb; su
strate, and product concentrations. However, the dynamics
of these variables are modeled by uncertain nonlineardiffe
ential equations making the control synthesis problem much
more involved. One of the first attempts to control biolog-
ical variables was based on a feedback linearizing strategy
but this method has two major drawbacks®) it relies on

the exact knowledge of the model parameters yielding poor
robustness properties, a(@9) the on-line measurement of
key biological variables is required, which is not alwayspo
sible. To overcome these problems, several researchegs hav

applied adaptive schemes to estimate uncertain parameters

reaction kinetics and even some unavailable state vagable
However, adaptive strategies often lack a guarantee of con-

vergence of the adaptation scheme and a systematic proce-

dure to tune some key parameters. Contrasting with the lat-
ter, we follow in this work a different strategy. Firstly, we
consider the standard feedback linearizing control teqpini
applied to the nominal system dynamics, where the reaction
kinetics is described by rational functions of the biol@dic
variables (such as Monod law). Secondly, the resulting lin-
ear dynamics is designed to guarantee closed-loop syabilit
assuming convex bounded parameter uncertainty. In addi-
tion, we propose a robust Luenberger-like observer to es-
timate unavailable state variables needed to implement the
control strategy.

2 General Setup

Consider the following state space representation for the
bioreactor

m K(8)W(y.£.5)— D, EU—QY.E8) (1)

wherey € % c 0" andé € = c 0" are the state vec-
tor, d € A c 0" is the vector of uncertain parameters,
Y(-) € O™ is a rational vector function ofy, &, d) stand-
ing for the reaction kineticK (-) € ™™ s an affine ma-
trix of o representing the yield coefficients with= n+ng,

10n leave from the Group of Automation and Control System&PP-
PUCRS, Av. Ipiranga 6681, Porto Alegre/RS, 90619-900, Braz
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D(-) € 0™" s a rational matrix function ofy,&), ue O"

is the vector of dilution rates, ar@(-) € 0™ is a rational
matrix function of(y, &, d) representing the mass outflow in
gaseous form. We assur#é, = andA are given polytopic
sets with known vertices. The control objective is to drive
the statey to a given set-poing*. To this end, we suppose a
feedback linearizing control law = u(y, ,y*) is designed
for the nominal system (i.ed = 0) leading to the following

error system ,

x=Ax+ f(x,&,9,y) 2
wherex:=y* —y is the tracking errorf (-) € 0" is a rational
matrix function of(x, &, d,y*) representing the terms that are
not canceled by the linearizing control law, aveg 0™ " is
a constant matrix to be designed representing the freerlinea
dynamics of the control strategy. The above system is an-
alyzed using the DAR framework [2] to ensure closed-loop
stability and performance. In addition, we propose the fol-
lowing obser\_/er to estimate the state variable veé&tor

Y1 =Rg—Bu—0+Ly)(y-9) @3)

whereK = K(0), & = y(y,€,0), 3= Q(y.£.0), andL(y) €
O™" is an affine matrix function of to be determined
(e.g., following the ideas in [3]).

A numerical example on the simultaneous control of
biomass and metabolite concentrations in a perfu-
sion/chemostat bioreactor will be presented at the con-
ference.
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Nonlinear optimization problems occur frequently in non- The second application is finding the trim points of a nonlin-
linear control system design and system identificationsThi  ear aircraft model [4]. Trim points are defined as a collettio
paper will explain how Interval Analysis can be used to of states and control inputs for which there are no linear or
solve these nonlinear optimization problems and it will-pro  rotational accelerations on the aircraft. As an example, an
vide some relevant examples of applications of this method. aircraft in a horizontal level flight with a fixed thrust set-
ting has two trim points: one at low speed and high angle of
Nonlinear optimization attack and one at high speed and low angle of attack. Tra-
ditional gradient based optimization methods find only one
Nonlinear optimization problems, and in particular non- trim point at a time, while IA can find all trim points at once
convex optimization problems, are characterized by the ex- and can also prove that all trim points have been found.
istence of multiple local minima of the costfuncion. Gradi- . S ] o
ent based optimization techniques can get stuck in a local 1he third application is in the field of Global Navigation
minimum and their solution depends on the chosen initial Satéllite Systems such as GPS [3]. Traditionally the phase-
conditions. Alternative methods such as simulated anneal- Medulated codes on the GPS signals are used as indicators
ing or genetic algorithms can increase the chance of ending of time of travel of the signal and thus distance between

up in the global minimum, but they cannot guarantee that satellite and receiver. For higher accuracy it is also fxssi
the optimal solution is found. to use the phase of the carrier wave as a measurement, but

unfortunately the receiver cannot distinguish the indnad
cycles from each other, resulting in the well known integer
ambiguity problem. IA has been applied to solve this inte-
Interval analysis (IA) deals with intervals of numbers in- 9€r ambiguity problem by geometric modeling of the prob-
stead of crisp numbers and was developed in the 1960's €M and by encapsulating the inherent phase measurement
to evaluate how rounding errors propagate through systems N0ise with an interval. The IA metho_d has bee_n suc_cessfully
[1, 2]. Interval numbers have a lower and upper bound and applied to the problem of determining the orientation of a

Interval Analysis

there is a special set of arithmetic operators for intervats baseline between two receivers using GPS signals.
important feature of interval computations is that the tesu
of a computation that is performed on any crisp number in- References

side a given interval will be included in the interval result  [1] Ramon E. Moore.Interval Analysis. Prentice-Hall,
that is obtained when performing the same computation for |nc. 1966.

fjr:((:aavt\l:(;)ll:? 'Etrzrc\:/f;;?mg interval arithmetic (interval a- [2] Eldon Hansen and G. William WalsteGlobal Opti-
y ' mization using Interval Analysis. Marcel Dekker, Inc., sec-
J=f(p)ipep—Iel=[fl(p) (1) ~ ondedition, 2004.
[3] E.vanKampen, P.M.T. Zaal, E de. Weerdt, Q. P. Chu,
and J. A. Mulder. Optimization of Human Perception Mod-
eling using Interval Analysis. IAIAA Modeling and Smu-
Three aerospace related applications are used to show thelation Technologies Conference, number AIAA-2008-7108,
benefits of IA for nonlinear optimization. The first applica- 2008.
tion is pilot model identification, where the goal is to make [4] E. van Kampen, Q. P. Chu, J. A. Mulder, and M. H.
a mathematical model of a human pilot [3]. This model can van Emden. Nonlinear aircraft trim using interval analy-
then be used to design flight simulators and control systems. sis. In AIAA Guidance, Navigation, and Control Confer-
The model is created by fitting a number of model parame- ence, volume 4, pages 4073-4087, 2007.
ters onto an input-output dataset of a real human operator in [5] E. de Weerdt, E. van Kampen, Q.P. Chu, and J.A.

either an aircraft or a simulator. This parameter fitting-pro  \uider. New approach for integer ambiguity resolution us-

cess is a nonlinear optimization problem, for which it can ing interval analysis. |ON Journal of Navigation, Winter
be proved that multiple local minima exist. By using IA, the o ition. 2008.

true global minimum is found.

Applications
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1 Abstract

non-linear problem and can be hard to describe in analytic
form. To solve the problem the final fuel levels need to

Future missions in space are more and more directed toward pe expressed in terms of the trajectories per satellite. The

formations of spacecraft. Using multiple spacecraft in
formations has several big advantages over using a single
spacecraft. The individual spacecrafts in formation can
be made smaller since not all functionality needs to be on
one spacecraft. Moreover, when using multiple spacecraft
more mission possibilities arise. For example, the NASA
has planned the Terrestrial Planet Finder mission sindlar t
the ESA Darwin mission were the functionality of a very
big telescope is mimicked using several small(er) sagsllit
Compared to the Hubble telescope the new ‘synthetic’ tele-
scopes will have much larger resolutions. These levels of
resolution can only be obtained using spacecraft formation
Another big advantage of spacecraft formations is that in
case of a failure in one of the spacecraft, the mission can in
most cases be continued with full or reduced capacity while

number of free variables of the optimization problem can

become numerous if much flexibility in the trajectories

is allowed increasing the complexity of the optimization

problem. Common practice is to parameterize the trajec-
tories to reduce the problem complexity. Adding to the

complexity of the problem there can be several constraints
such as maximal thrust capabilities per spacecraft, mdxima
reconfiguration time, collision avoidance, fuel limitat®

To limit the complexity, the problem is confined to
free space and constrained spacecraft formations. For the
current research the formation is considered as a rigid body
which needs to be rotated about a given axis and a given
rotation angle similar as in done in [1]. The remaining
free variable is the rotation point about which the entire

afailure an one spacecraft mission usually means the end of formation rotates. This reduced problem is still non-linea

the mission.

The control systems complexity increases when hav-
ing multiple satellites in formation. Dependent on the
type of mission, i.e. requiring tight/loose formation con-
trol, planet orbiting/free space, the control system can
be extremely complex. The topic of this paper is fuel
optimization for satellite formation reconfiguration. The
goal is to develop a planning algorithm which determines
the optimal trajectory for each satellite such that at theé en
of the reconfiguration the total fuel consumption is as low
as possible while the difference between fuel levels among
spacecrafts is as low as possible. The cost function which
represents this goal is given by:

N N

=3 (i) -t (to))z—Hli;

fi

t
log (tr)
fj

LA 36

fi (tf)
f]
=1
where fj is the fuel level of satellite, ty is the start time
andt; is the time when the reconfiguration is complete.
The u factor is used to put more or less weight on the
fuel equalization in comparison to the fuel minimization.

Literature has shown that these goals are conflicting.

The optimization of the cost function for arbitrary for-
mations in arbitrary orbits about a planet can become a very
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with non-linear constraints. To guarantee that the correct
solution is found interval analysis is used instead of grati
based methods as in [1]. Interval analysis is a very powerful
global non-linear optimization technique which can solved
non-linear (dis)continuous problems with (non)linear
inequality and equality constraints [3, 4, 2].

Future work is directed to trajectory planning of planet
orbiting spacecraft formations using interval analysis.
Typically these planning problem are highly non-linear
and dynamic: challenging problems which can be solved
rigorously with interval analysis.
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1 Abstract

Based on the CleanEra project, research is caoigdo
investigate the feasibility of the application dfirust
vectoring in large passenger aircraft. The goalttod
research is to optimize the thrust vector anglerier to
reduce the required thrust as much as possible thih
view of reducing the fuel consumption. The problam
simplified into a two-dimensional problem, which ams
that only the pitch movement is taken into accodtite
parameters to be determined include the vectoragstth
and the thrust vector angle. An aerodynamic masibLilt
with the assumption that all the forces actinglmndircraft
act through its center of gravity. Parameters atingrto a
Boeing747-100/200 model are provided to represent a
wide-body passenger aircraft and optimization is
developed to find the minimum thrust for three tpmints

in climb, cruise and approach respectively. Ressitsw
that the technology can not be applied to a passeng
aircraft with a single goal of reducing fuel congiion
due to the insignificant potential on thrust reduwct
However, thrust vectoring is still a candidate fan
unconventional passenger aircraft because of issible
contributions to design some special climb and aagn
trajectories with the hope of reducing noise impattthe
perimeter of the airports.

2 Introduction

The CleanEra project, initiated by the faculty afréspace
Engineering at Delft University of Technology, sele
goal of developing new technologies for a revoluigy
conceptual aircraft design(s) optimized for envinemt
and passenger friendliness and investigating thasilidity

of these technologies and their integration. Clearggands
for cost-effective low emissions and noise efficient
revolutionaryaircraft and the project includes researchers
who are working on acoustics, aerodynamics, engines
structures, integration, etc. The research of Eearwill
result in a significant decrease on the noise imnpgon
the human beings and a noteworthy reduction of &l
NOyx emission to the environment. This research present
the feasibility of thrust vectoring within differerflight
phases of a wide-body passenger aircraft, includiimb,
cruise, and approach.
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3 Equations of Motion

All the forces acting on the aircraft are assumedadt
through the center of gravity such that the momeatsbe
left out of the optimization, including the weigfw), the
vectored thrust (J) and the aerodynamic lift (L) and drag
(D). The model built based on these assumptionsised
as a demonstration to investigate the feasibilftythoust
vectoring.

4z

Vi i Z

Aircraft within climb, cruise, and approach phasas be
considered as steady-state flight, so the resuémgations
of motion with thrust vectoring can be simplifieds a
follows:

T,cos@+a )}+W sir{y)-D = (
T,sin@+a)-W cogy)+L = (

4 Results

Because of the limited space, the detailed resutsonly
give for the trim point in climb. The thrust rediact is
about 1,000.602 N and the reduction percentageoisnd
0.212%, which are both the biggest among all theeth
trim points.

Parameters Climb
Thrust Required without Thrust
Vectoring, T (N) 470,895.057
Minimum Thrust with Thrust
Vectoring, T, (N) 469,894.455
Thrust Vector Angled (%) -3.7
Thrust Reduction, (N) 1,000.602
Reduction Percentage, (%) 0.212
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1 Abstract

The identification of high quality aerodynamic models for
aircraft, based on flight data, is a difficult problem. Aittra
dynamics are highly nonlinear and coupled, which means
that the effects of individual dimensions like angle of elta
and Mach number on the aerodynamic force and moment
coefficients are difficult to separate. The current consensu
in aerodynamic model identification is to assume a low or-
der polynomial model structure for a force or moment coef-
ficient, after which parameter estimation techniques are em
ployed to estimate the parameters of the polynomials [1].

Bob Mulder
Department of Control & Simulation
Technische Universiteit Delft
P.O. Box 5058, 2600 GB Delft
The Netherlands

Email:j . a. mul der @ udel ft . nl

performance; the higher the quality of the plant model, the
higher the performance of the NDI control system.

We present a new identification method based on multi-
variate simplex splines inside a linear regression frame-
work. The multivariate simplex splines are a new spline type
[2] which can fit scattered data [3] and have an arbitrarily
high approximation power. Consequently, the approxima-
tion power of the simplex splines is superior to single low

order polynomials. The new identification method greatly
simplifies the identification of aerodynamic models for air-

craft and subsequent flight controller design. Flight test m

The estimation process makes use of data points recorded neuvers are not required to be so strictly designed and ex-

during flight test maneuvers specifically designed to reduce
the effects of dimensional couplings and high order nonlin-
earities, which is necessary because the polynomial model
is of insufficient order to model these effects. The flight
test maneuvers are of relatively short duration, i.e. gmnort
than 10 seconds, which limits the amount of data that can be
recorded for every maneuver. In order to obtain sufficiently
accurate estimates of the polynomial parameters, a latge se
of data points is required, especially when the modeledforc
or moment coefficient is a high order nonlinear function in
many dimensions. Together with the short duration of the
flight test maneuvers this requires many, sometimes hun-
dreds of maneuvers that must be flown.

High quality aerodynamic models are essential for the ade-
quate functioning of flight control systems based on nonlin-
ear dynamic inversion (NDI). In an NDI control system, the
plant output is linearized by multiplying it with the invers

of a model of the plant dynamics. The resulting linearized
state can then be controlled with simple linear controllers
The advantage of NDI based control over classic nonlinear
control systems is twofold. First, it greatly reduces thstco
and effort of developing controllers for complex nonlinear
systems. Second, it facilitates the design of a fault toler-
ant control system which is reconfigured online to maintain
control authority in the event of aircraft damage. NDI con-
trol systems, however, are highly sensitive to errors in the
plant model. Any practical NDI control system is therefore
equipped with a robust outer loop which compensates for
modeling errors. The robust loop tends to reduce control
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ecuted, as the spline functions are capable of modeling the
dimensional couplings and high order nonlinearities. The
result is that longer maneuvers can be flown, resulting in
higher data volumes, and thus in a smaller total number of
maneuvers. From the control perspective, the spline models
identified with the new identification method are of higher
quality than the polynomial models, and are therefore bette
suited for use in NDI based flight control systems.

The new identification method was used to create a mul-
tivariate simplex spline based aerodynamic model for the
F-16 based on simulated flight test data. The spline based
aerodynamic model was validated against the original data
table based model. Results from the validation showed a
< 1% error RMS in the aerodynamic force and moment co-
efficients for the spline based aerodynamic model. An NDI
flight control system for the F-16 was created based on the
inverted spline based aerodynamic model.
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1 Introduction

Flutter is an aerolastic phenomenon that makes structures
oscillate when surrounded by a moving fluidum. Flutter
can lead to fatigue and/or failure on the wings, flaps and
fuselage of an airplane. Laborious testing needs to be done
on aircraft to ensure safe operation within a certain flight
envelope. While flutter is inherently nonlinear, most
models use a linear framework to predict the critical speed
at which oscillations might occur. The aim of this work is
the construction of a nonlinear model to more accurately
predict the onset of oscillatory behavior, on the basis of
wind tunnel test measurements.

2 Experimental setup

In a first step, we built an experimental setup with which
we can create flutter under controlled conditions. This first
setup, shown in figurel, is a cantilevered airfoil. The
sections we use for this experiment are hotwire-cut out of
polystyrene. To keep the sections from producing lift at
zero angle of attack, we solely use symmetrical NACA
airfoils. Because the velocity of the wind tunnel we have at
our disposal is limited to 50 m/s and because of safety
reasons, we want the wing to get unstable at as low a wind
speed as possible. Therefore, a system has been devised
that allows the modal properties of the wing to be altered.
It consists of a rail on which small weights can be fixed.
By tuning the distance from the weights to the
aerodynamic centre of the airfoil, the frequency of the first
torsional mode can be brought closer to the frequency of

Weights

Shaker

Rails

Airfoil

Figure 1: Cantilevered setup
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Airfoil

Linear motor

Figure 2: Actively controlled two DOF setup

the first bending mode. When wind is applied, these modes
get even closer to one another and because flutter occurs
when these modes start to couple, a lower flutter speed is
achieved through the use of this tunable system. To
measure and tune the modal parameters of the setup, a
shaker and laser vibrometer are used. When actually under
test, the shaker cannot be used because once the airfoil gets
unstable, the vibration would damage the shaker.

In the second step, we will build a setup that also allows
the use of forced excitations. The setup is shown in figure
2. Conceptually it is closely tied to a standard two degrees
of freedom (DOF) configuration that is often used for
flutter research. The advantage of the proposed setup is
that instead of using linear springs to characterize the
airfoil’s pitch and plunge stiffness, it uses linear motors.
Not only does this allow us to choose the stiffness of the
pitch and plunge motion, but the linear motors enable us to
impose an arbitrarily chosen excitation signal upon the
airfoil. In doing so, we hope to better understand the flutter
phenomenon and characterize its nonlinear behavior [1].

3 Conclusions
We are able to create flutter in a reproducible manner with
the cantilevered setup. We also have control over the speed
at which it occurs. At the moment of writing the actively
controlled setup has not been finalized.
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1 Introduction

Minimally invasive surgery (MIS) consists in operating
through small incisions in which a camera and adapted in-
struments are inserted. It is becoming a standard procedure
for many interventions in thoracic surgery, where it is also
used to ablate peripheral pulmonary nodules with reduced
trauma for the patient[1].

Nevertheless, the means for detecting a nodule during MIS
are limited. In fact, because of the loss of direct contact
with the organ, the surgeon cannot palpate the lung to find
invisible lesions, as he would do in classical open surgery.
As a result, only clearly visible nodules can be treated by
MIS at the moment.

2 Palpation device

Our work aims at the design, realization and control of a
palpation device, in order to extend the possibilities of MIS
in the thoracic field. The most intuitive method consists in
restoring the haptic sensations by means of a bilateral tele-
operation apparatus[2].

In collaboration with the thoracic surgeons of the Erasmus
hospital, different experiments were carried out on realistic
lung simulators designed within this project. The main goals
were to model the palpation, to identify the surgeons’ most
efficient gestures and the kind of information needed when
looking for hidden nodules, and to quantify the force applied
on the organ during the procedure.

The results showed that, for instruments presenting 2 dof or
more, kinaesthetic feedback alone is sufficient to find hidden
nodules efficiently. Moreover, the forces applied on the lung
do not exceed 11.5N, which can be reached with classical
low power DC motors.

As afirst step, a 1 dof master-slave test bench has been real-
ized and a position-position regulation has been set to pro-
vide kinaesthetic feedback. Notice that miniaturization is-
sues for MIS have not been taken into account at this point.
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3 Future work

The following steps will see further experiments with sur-
geons to validate the test bench and its regulation scheme,
the extension to a second dof and the development of con-
trol laws that best suit the needs of palpation[3]. The last
part of the project will be dedicated to the miniaturization of
the device to meet MIS exigences.
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Since the early history of mankind, humans use tools
to replace or enhance manual labour. When time went
by, tools became more and more developed and more
advanced.

Nowadays tele-operation is used as a tool in many
areas, for example in the automotive industry,
aerospace, nuclear waste management and medical
systems. In tele-operation the operator feels no
interaction with the environment. Therefore tele-
operation cannot be used in tasks in which force
information of the environment is necessary.

In the last decades, researchers tried to enhance tele-
operated systems with perception, by developing
haptic tele-operation control. Haptic tele-operation
explores a new area of applications for tele-operation
in which force information is necessary.

Ultrasound is used in echo-cardiography during
minimal invasive heart surgeries. Echo-cardiography
and also X-ray provide images to the surgeon. To be
able to obtain a good ultrasound image, sonographers

use their perception of force to locate ribs and tissue
to optimize the quality of the image. Therefore
perception is necessary to do the ultrasound task.
Performing ultrasound tasks is physically very
intensive due to the restricted workspace between the
other equipment used and the patients' body
combined with the duration of the surgery. Hence
work related injuries are unfortunately very common
for sonographers. Furthermore during specific
interventional procedures, sonographers are often
also exposed to X-ray.

To reduce the occupational- and x-ray- hazards of
sonographers, a master-slave robotic system with
haptic control is developed within Philips Applied
Technologies.  The  so-called  Tele-Operated

Ultrasound Probe (TOUP) system will be presented
in this paper. The focus will be system identification
and validation of the TOUP system elements: slave,
master, operator, and environment. Furthermore, an
introduction of haptic control applied to the TOUP
system will be given.
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1 Introduction

In everyday life, humans constantly manipulate small and
light objects by using precision grip. Holding an object con-
sists in applying an adapted grip force (GF), which is the
normal force exerted by the thumb and index finger on the
object, to counteract the tangential load force (LF). In or-
der to prevent the object from slipping, a minimal GF is re-
quired, which depends on the coefficient of friction (CF) at
fingertip [1]. Humans are able to modulate the GF accord-
ing to LF variations due to object acceleration. Indeed, the
central nervous system (CNS) can predict these variations
in order to exert the required GF. When performing differ-
ent tasks like oscillations, collisions or point-to-point move-
ments, it has been shown that the CNS can adapt this mod-
ulation according to the mass of the object , the coefficient
of friction at the interface finger/object [2] or a new envi-
ronment like weightlessness [3]. Other studies have demon-
strated that subjects are able to code the friction of the skin
in contact with the object and that the cutaneous feedback is
needed to perform such a task.

In the present work, we propose to study the evolution of the
fingertip moisture during a manipulation task and to analyze
the adaptation of the subjects to different moisture condi-
tions.

2 Methods and Results

Ten naive subjects performed point-to-point movements
which direction and amplitude were randomly determined
by visual targets (LEDs). The object manipulated was a
manipulandum equipped with force-torque sensors (Mini40,
F/T transducer; ATI Industrial Automation) and custom
moisture sensors. The subjects were requested to align the
manipulandum with the current target and stay next to it un-
til the next one turned on. The grip force and the moisture
at the fingertips were recorded during this task.

The results show a strong relationship between GFs and the
moisture of the skin at fingertips. Subjects whose moisture
increased along the blocks of trials presented an associated
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decrease in GFs. In contrast, subjects with a constant level
of skin hydration didn’t show any change in their level of
GFs.

3 Discussion

Our results showed that subjects with low or high level of
moisture exerted ranges of GFs larger than subjects with an
intermediate moisture level. This perfectly matches the re-
sults presented in Andre et al. [4] where the CF is maximum
(in the range of GF investigated in this study) for intermedi-
ate moisture values. So the range of moisture that minimizes
the GFs also maximizes the estimated CF.

Finally, results also showed that subjects adapted the GFs
exerted with moisture across trials when performing the
task. Indeed, when the skin hydration increased (resulting
from the occlusion), the GFs exerted was adapted to take
into account CF modifications.
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1 Introduction

Teleoperation consists in performing a remote task with
an electromechanical master-slave device. When force
feedback is present at the master side to make the user
feel the interaction forces between the slave and its envi-
ronment, one refers to bilateral teleoperation. Most of the
controller design techniques proposed in the teleoperation
literature require linear models. However, in most cases,
friction makes the linearity assumption invalid. Friction
compensation systems (FCS) are used in teleoperation
to recover the linearity of the system. In this paper, a
specific application of teleoperation is considered, namely
the minimally invasive surgery (MIS). In MIS, one of the
friction sources is the sealing mechanism of the trocar. The
friction of the trocar depends on the type of trocar, the
movement velocity, and the movement direction [3]. For
some types of trocar, the friction force can be as large as the
slave-environment interaction. In this paper we propose an
hybrid model to describe the friction in trocars.

2 Friction model of the trocar

A FCS can be based either on a friction model (FM) or
a friction observer (FO). It has been shown [2] that FCS
based on a FO have better performance at lower frequencies
while FCS based on a FM have better performance at higher
frequencies. In order to design a model based FCS, an
accurate friction model is required.

Some friction models are presented in the literature[1],

Transition
Deformation = Friction

_— T\

Mode Mode
Deformation Friction
\_/

Transition
Friction > Deformation

Figure 1: 2-states hybrid model

but none of them can describe the deformation of the seal
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present in trocars. The static friction models do not deal
with deformation, and the dynamical ones only include
the deformation of microscopic asperities. The major
assumption in a dynamical friction model is that one of the
two surfaces in contact can be taken as fixed. Accordingly,
the measured velocity corresponds to the relative velocity
between the two surfaces. In the case of a macroscopic
deformation, this assumption does not hold anymore.
Indeed, the measured velocity is composed of the relative
velocity, but also the deformation velocity.

In this paper, we propose the use of an hybrid friction model
characterized by two modes (represented on figure 1). A
sticking mode where the friction force is governed by a de-
formation model and a slipping mode, where the friction
force is governed by a friction model. The model chooses as
output force, the mode leading to the minimum resistance to
the motion.

The experimental validation and the identification of this
model require a setup which is still under construction. The
measurements will be completed for February 2009.
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1 Introduction
These days, robotic research is shifting focus towardstsobo  x, .. s
for applications in human environments. This can be either ._\7\N_F;1
robots for household tasks as well as flexible robots for un- x,
structured and diverse industrial tasks. Many of thesestask
deal with object grasping (and releasing) and object manip-
ulation, while often interacting with some environment as
done by our human hands.

The challenge is to develop a robotic hand that can execute Figure 1: Novel robotic finger concept\.L. = non-linear spring,

the unstructured and varying hand tasks as well as deal with q= (g1,92,03)). Pulley 1, 2 rotate freely on joint axes.

a wide variety of object shapes and materials. The human Pulley 3 is fixed to ¥ phalanx. Joint locks can be

hand uses its dexterity for manipulability and to be flexi- switched on to constrain the relative motion of the two
ble w.r.t. (object) shapes. Furthermore, the human fingers attached phalanxes.

possess adjustable stiffness. This research project aims t

develop a robotic hand based on the here presented novel z|5q the apparent mechanical stiffness is a function of the
robotic finger concept that resembles the dexterity and con- positionsxy,x,. Choosing two proper and identical non-

trolled stiffness properties of the human hand. The ad- |inear spring functions makes sure that withx, both the
justable mechanical stiffness allows to adapt the meckanic  gjitiness andDe can be set without interfering.

(without relying on high bandwidth feedback control loops)

for either force (e.g. grasping) or position (e.g. manipula Grasping is executed in 2 stagpse-shapingandobject fix-
tion) sensitive tasks or combinations of the two. turing. Pre-shaping (and finger manipulation) is done by
moving Xz, X, and modulating the joint locks, s.t. the finger
moves to a desired configuratiop € Qe without getting in
contact with the object. Then the object can be fixtured by
moving X1, X2, S.t. Qe changes. IfQe is chosen properly,
the phalanxes will move to, but not readds. Instead, the
phalanxes naturally adapt their configuration around the ob
ject. The resulting contact forces follow from the deviatio
of the established constrained finger configuration WQet.
and the preset mechanical stiffness.

Current state of the art presents robotic hands that halve ful
dof control at the cost of controller and design complex-
ity, reliability and costly components, e.g the DLR Hand
[1]. Also under-actuated hands are found, based on the
well known ‘Soft Gripper’ [2]. The under-actuated coupled
mechanism naturally adapts to object shapes. Hence, at the
cost of controlled stiffness and dexterity, this concept ca
easily handle a wide variety of object shapes, without re-
quiring complex control strategies.

Hence, the finger is controlled by simple low bandwidth po-
The sition control forx;, X, and joint lock modulation._OnIy an-
gular position sensors are needed to meagaired deriver.
Modeling and control of the novel finger for robotic grasp-
ing will be the topic of the presentation.
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1 Abstract

The average consensus problem arises when N agents mov-
ing in the space must communicate in order to gather at the
barycentre of the initial positions of the agents.

Using a De Bruijn’s communication topology, it is possible
(in discrete time) to reach the average consensus in finite
time [REF]. Moreover, the time of convergence is in logN,
which is optimal.

However, for a maximum degree v, this only happens for N
an exact power of v.

On the other side, for any number of agents, it is trivial
to make a communication topology of degree v = 1 that
reaches consensus at the initial position of one ‘leader agent’
(everybody observes the leader, who does not move) in one
step. The consensus position is potentially far from the av-
erage consensus.

This suggest the following general question: Depending on
the number theoretic properties of the number of agents,
how close can a finite-time strategy get to the average con-
sensus?

First we show that if N has small factors, it is still possible
to converge in logarithmic time with a small degree of the
communication topology. Namely, if N = 2535... p,, then
we converge to consensus in time maxes, ez, e, with degree
v=23...p.

On the other side, we show that for any N, there is a strategy
reaching consensus, based on the De Bruijn strategy, that
reaches a consensus Y~ ogx; relatively close to the average
consensus. Here x; is the initial position of agent i. The
weight discrepancy (maximum ratio ¢;/c;) is at most two.
If the initial positions of the agents are distributed accord-
ing to i.i.d. random variables, the typical error on the true
average consensus is at most 11%.
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1 Introduction

In the study of cooperative behavior of groups of mobile
autonomous agents, it is of great interest to construct con-
ditions under which an agreement can be achieved in a dy-
namically changing environment. In particular, there is a
growing interest [1, 2] in consensus algorithms where each
agent is governed by second-order dynamics. It has been
shown that, in sharp contrast to first-order consensus prob-
lems, consensus may fail to be achieved for agents with
second-order dynamics even if the network topology con-
tains a directed spanning tree. Although some sufficient
conditions have been derived for reaching second-order con-
sensus [2], it is still a challenging and unsolved problem to
identify the key factor for reaching second-order consensus
in a multi-agent system. One contribution of this paper is
that a necessary and sufficient condition is given to ensure
second-order consensus in the network containing a directed
spanning tree. It is found that both the real and imaginary
parts of the eigenvalues of the Laplacian matrix of the net-
work play key roles in reaching second-order consensus.

2 Second-order consensus in directed networks

We consider the following consensus algorithm:

X,‘([) = v,
N
vi(t) = o Z G,’j(xj(t)—x,'(l‘))
J=1j
N
+ B Y Gijvi(t)—vi(t), i=1,2,--- ,N(1)
J=Lj#

where x; € R" and v; € R" are the position and velocity
states of the ith agent, and the positive constants & and
B are the coupling strengths. Let x = (x] x8, ... xl)T,
v= I )T, and y = (xT vT)T. Then system (1)
can be rewritten in a compact matrix form

i) = Lok, )

where L is the Laplacian matrix of the network, L=
On Iy

—oL —BL

Let y;, 1 <i <N, be the eigenvalues of L and set u; to be
the zero eigenvalue. The main result that we have obtained
is as follows:

) , and ® denotes the Kronecker product.
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Theorem 1 The second-order consensus in system (2) can
be achieved if and only if the network contains a directed
spanning tree, and

ﬁ—z > max jz(ui)
o * 2<i<h B(W) [ %2 () + 72 ()]

3)

In addition, as t — oo, vi(t) — 7:1 Eivi(0) and x;(t) —
Zyzl Eixi(0) + 27:1 Eivi(0)r, where.é‘ is the nonnegative
left eigenvector of L associated with eigenvalue 0 and
ETly=1.

Remark 1 It is easy to check that if all the eigenvalues of
the Laplacian matrix L are real, then (3) holds.

Remark 2 From (3), it is easy to see that both real and
imaginary parts of the eigenvalues of the Laplacian ma-
trix play important roles in reaching second-order consen-

sus. Let 2 < k < N be that index for which the maximum
I
valiie MaXa<i<h T 7

der to reach consensus, the critical value 3 2 /o increases as
|-7 (Wi)| increases and decreases as % (L) increases.

is obtained. Then in or-

Corollary 1 Second-order consensus in multi-agent system
(2) can be achieved if the network contains a directed span-
ning tree, and
B 1
— > max
o 2<isN (W)

. “4)

Remark 3 While Theorem I provides a necessary and suffi-
cient condition for reaching second order consensus, Corol-
lary 1 gives a sufficient condition which depends only on the
real parts of the eigenvalues of L.
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1 Abstract

We consider an N-person cooperative infinite horizon differ-
ential game with costs exponentially discounted in time. We
give necessary conditions for Pareto optimality for a general
class of cooperative games.

2 Introduction

Cooperative differential games involve situations where sev-
eral persons decide to cooperate while trying to realize their
individual objectives, with players acting in a dynamic envi-
ronment. We consider cooperative games with no side pay-
ments. The dynamic environment is modeled as:

£(6) = FOx(0), 1 (1), 1a(0), -y (1)), %(0) =30 ERY (1)

where u;(t) is the control strategy/action of player i,
(uy,up,---,uy) € %, with % being the set of admissible
controls. Each player tries to minimize the objective func-
tion

Tz w) = [P (0,00 (1), 0) - o 1)l

2)
for i = 1,2,---,N, where the discount factor p > 0. For
the above problem to be well-defined we assume that f :
R'x % —R'andg; :R"x% —R,i=1,2,---N, are con-
tinuous; all the partial derivatives of f and g; w.r.t x and
u; are continuous. Pareto optimality plays a central role in
analyzing these problems. Due to co-operation, the cost in-
curred by a single player cannot be minimized without in-
creasing the cost incurred by other players. So, we con-
sider (Pareto optimal) solutions which cannot be improved
upon by all the players simultaneously. We call the controls
(d1,02,---,0N) € % Pareto optimal if the set of inequalities
Ji(uy,un, - uy) < Ji(fh, o, -+, dy), i=1,2,--- N, (with
at least one of the inequalities being strict) does not allow
for any solution in (uy,up,- -, uy) € %.

A well known way to find Pareto optimal controls is to solve
a parametrized optimal control problem. In [1], necessary
conditions for Pareto optimality for the finite horizon co-
operative differential game were derived in the spirit of Pon-
tryagin’s maximum principle. The transversality conditions,
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given as a part of necessary conditions, allow us to select an
optimal candidate. The transversality conditions for the fi-
nite horizon optimal control problems, in general, do not ex-
tend naturally to the infinite horizon case. [2] gives certain
counterexamples to illustrate this behavior. So, extra care is
necessary while formulating the necessary conditions for in-
finite horizon optimal control problems. For a general class
of infinite horizon optimal control problems, [3] gives an
approximating technique, where the infinite horizon prob-
lem is approximated with a series of finite horizon problems.
Further, with dominating discount condition, [3] shows that
transversality conditions for the finite horizon case extend
naturally to the infinite horizon case. In this paper we use
a similar approach to derive necessary conditions for Pareto
optimality for a general class of infinite horizon co-operative
differential games.

3 Approach

We consider a general class of dynamic games which guar-
antee the existence of Pareto optimal controls. Inspired by
the approach given in [3], we approximate the infinite hori-
zon co-operative game with a series of finite horizon coop-
ertiave games. We impose growth conditions on state trajec-
tories and cost functions of the players as suggested in [3].
Further, by a certain choice of the discount factor we show
that the necessary conditions of Pareto optimality for the fi-
nite horizon case, as derived in [1], extend naturally to the
infinite horizon case.
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Abstract

We propose a method for collision-free coordination of a
group of unicycle mobile robots, which can be used for
transportation tasks in large warehouses. A supervisay sy
tem assigns to each robot its reference path, together with

.Caarls, “H N jmeijer}@ ue.nl

robots converge to their references and proceed along with-
out collisions. Nonzero values of experimentally recorded
distances to collision, shown at the bottom in Fig. 1, con-
firm collision avoidance.

the preferable velocity profile as a function of positionragjo Ir 7 ~
the path. The reference paths and velocity profiles do not ' '
necessarily prevent collisions among the robots. Feedback 0.8 f f
controllers of individual robots coordinate the robot mas P
along the assigned paths to ensure collision-free movesnent go'Gf : 1
4 @ —2
To design a collision-free tracking control scheme, we make 0.4 > 3
use of a standard kinematic model of unicycle robots in e —4
Cartesian space [1]. From this model we derive equations 0.2
of tracking error dynamics. Unlike the error equations that : © ‘ ‘ : ‘ ‘ ‘ :
are often used in the literature, e.g. [1], we present equa- 0 0 02 04 06 O.E)i([m]l 12 14 16
tions such as to reveal some intrinsic properties of thererro
dynamics. By making use of these properties, we simplify
derivation of tracking motion controllers using Lyapun®v’ = —Al,z—Al,g A2'3—A1’4—A2'4 A3,4
direct method. While explicitly accounting for constraint 0.4 .
on input signals, these controllers ensure global asyrgptot 2
convergence of the tracking errors to zero values. Although 503
derivation of the control law mimics approach proposed in o
[2], in our work we modify Lyapunov function in order to © 0.2 ,
improve performance of the resulting motion controllers. % / 2 \
1) Ly .
To accommaodate specific layouts of robot trajectories in the a 0.1'/\ ‘
warehouses, we prove that our controller guarantees global i éo 20 ‘ éo 160

asymptotic convergence of the tracking errors even if the
reference angular robot speeds are discontinuous. This is
relaxation with respect to [2], where the uniform contiguit

of the angular speeds was required.

We suggest an effective feedback method for collision-free
robot coordination. This method employs penalty functions
to reduce reference speeds of robots of lower priority. Feed
back variables are the arguments of the penalty functioms. T
avoid deadlocks in the transportation, all mobile robotsimu
have non-equal priorities during execution of their tasks.
Quality of the collision-free robot coordination has beenv
ified both in simulations and in experiments. At the top in
Fig.1 we present a layout of robot paths that we used in
the experiments. Apparently, starting robot positionsever
away of the reference paths. Despite the initial errorshall
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Figure 1: Top: reference (solid) and actual (dotted) paths;
bottom: evolution of measured distances to collision.
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1 Introduction

Adaptive Cruise Control (ACC) enables automatic follow-
ing of a preceding vehicle, based on measurements of the
inter-vehicle distance x; ; and the relative velocity % ;. Com-
monly, a radar is used for these measurements, see Figure
1. Decreasing the inter-vehicle distance to a small value of
only several meters is expected to yield an increase in traf-
fic throughput [1]. To enable this for a string of vehicles,
a platoon, inter-vehicle communication is required besides
the radar data [2]. This is called Cooperative ACC (CACC).

wireless
commu-
nication

T2

vehicle 2 vehicle 1

radar beam

vehicle 3

Figure 1: Schematic representation of a platoon of vehicles.

2 CACC problem setup

Consider a string of three vehicles. For more vehicles, the
analysis is analogous to that of the third vehicle. Commu-
nication with the directly preceding vehicle only is consid-
ered, see Figure 1. The primary control objective is to follow
the preceding vehicle. A constant time-gap policy is used,
which is translated into a desired distance x, q; = r; +hq i Xr,
where hg; the desired time gap or so-called time headway
and r; the desired distance at standstill. The CACC con-
troller consists of a feedback and a feedforward part; the
’standard’ ACC controller Kj is implemented as a feedback
controller, and the communicated acceleration of the preced-
ing vehicle is used as a feedforward signal. This yields the
control output u; = Kje; + FiXi_1, where e; = x; q; — X and
F; a feedforward filter. The resulting control setup for the i
vehicle in the platoon is depicted schematically in Figure 2.

3 String stability analysis

Focusing on heterogeneous traffic, i.e. G; # Gi_1, Ki #Ki_1,
etc., the so-called string stability of a platoon indicates
whether velocity or acceleration oscillations are amplified
downstream the platoon, i.e. from vehicle one to three [2].
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Figure 2: Setup of the CACC control structure for the i vehicle,
where G; the vehicle dynamics, Kj the ACC feedback
controller, F; the feedforward controller, D; communi-
cation delay and H; = 1 + hq s the spacing policy dy-
namics.

Using the setup shown in Figure 2, the corresponding string-
stability transfer SSx equals

Xi  GiSi (FDis* + K;)
Xi 1+ K;G; ’

where X;_) the Laplace transform of x;_1). String stability
is defined as |SSx(jw)| < 1, Vo.

SSx (S) =

fori>2 (1)

4 Research objective

This research considers the design of a CACC system, fo-
cusing on the feasibility of implementation in actual traffic.
Hence, communication with the preceding vehicle only and
heterogeneous traffic are considered, communication delay
is accounted for, and the communicated signal is used in
a feedforward setting. A frequency-domain analysis of the
string of vehicles regarding string stability and the sensi-
tivity for parameter variations is employed. The presented
setup and analysis could be used as a basis for a robust con-
troller synthesis.
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1 Introduction

The problem statement of this paper belongs to the category
of coverage missions using robot formations. Our aim is to
locate all targets (fixed or moving) with the robots’ sensors
within an unknown area, with a 100% certainty that all free
space has been covered by the sensors at the end of the pro-
cedure. We assume an open space containing disjoint, con-
vex obstacles sparsely spread throughout. Communication
is limited: two robots sense each other if their line-of-sight
is not obstructed and if the inter-robot distance is sufficiently
small.

The algorithm we propose is applicable to situations like
search-and-rescue of snow avalanche victims, using special-
ized transceivers. When a skier is the victim of an avalanche
the signal of his transceiver is picked up by receivers of
the rescue team. In our setting, the rescue team consists of
robots each of which is equipped with a receiver. This sce-
nario may be transposed to similar situations, such as areas
prone to earthquakes. Other applications include mine field
clearance, where the robots are able to detect the chemical
vapor signature of the explosives emanating from the land
mines. When a mine is detected a specialized robot can be
sent out into the field to remove the mine.

Our algorithm has the nice feature that it can be used for
so-called intercept missions. This is not true for the existing
coverage algorithms in the literature [1]. The use of a robot
formation is crucial to this problem. The mission task is to
locate and intercept a number of moving targets inside an
area enclosed by solid obstacle boundaries. Depending on
the application these targets can be humans, animals, robots,
or simply objects which move under influence of external
forces. A robot formation is created to scan the entire area
in one sweep, leaving no gaps for the targets to escape.

Preliminary versions of this paper have been described in [2]
and [3], containing a sensor coverage algorithm applicable
to restricted situations. The present paper describes a novel,
more versatile algorithm, which fundamentally differs from
the previous versions. The present algorithm uses a different
formation configuration, is more rigid, and allows a proof of
100% coverage.
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2 Concept of the algorithm

Assume for simplicity that the area to be explored is a rect-
angular strip S C R?. The robot group will cover all free
space by sweeping the strip. Each robot i, with 1 <i <N,
is assigned an Individual Leader with index i — 1. Robot i
maintains a constant distance d with its Individual Leader
and observes it at an angle of /2 with respect to its forward
direction. The forward direction of each robot is imposed
at the initialization of the algorithm and is the same for all
robots. The resulting set-up is a line formation transversal
to the direction of motion.

Consider the case with no objects. The leftmost robot fol-
lows the left strip boundary at a constant distance d at a con-
stant velocity v. The remaining robots maintain the forma-
tion and follow. This implies that each robot scans a narrow
strip, parallel to the strip boundaries, called a basic robot
track. Since the sensor ranges of the robots overlap when in
formation, the basic robot tracks overlap as well and fill the
entire scanning strip. Coverage of all free space is guaran-
teed.

In the presence of obstacles, the algorithm ensures that the
only paths followed by the robots are either paths clock-
wise along obstacle boundaries, or the aforementioned ba-
sic robot tracks. At the start of the algorithm each robot is
assigned to one specific robot track, but under the influence
of obstacles robots may exchange tracks, altering the initial
leader-follower structure. The algorithm we propose ensures
that each basic robot track is traced by precisely one robot,
yielding complete coverage of the strip S.
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1 Introduction

In this talk, we are interested in time-varying systems iden-
tification using an ARX model of order N:

N-1 N-1
;) y(t—i)ou(t) = ;) u(t —i)Bi(t)

where y is the output of the time-varying system, u is the
input and o (¢) and B;(r) are the coefficients of the model at
time ¢. Time-varying processes appear in many applications
such that speech processing, time-varying behaviour detec-
tion (fault detection or wear detection) or more generally
when some parameters of a linear system vary over time.

Several approaches have been adopted to deal with time-
varying modelling problems. One of the most popular ap-
proaches to identify a time-varying system is to use an adap-
tive algorithm which computes iteratively the coefficients of
the model; see, e.g., [1]. This approach works quite well
under the assumption that the time-variations are slow.

An other approach is to expand the coefficients of the model
as a finite set of basis functions [2]. The problem then be-
comes time-invariant with respect to the parameters in the
expansions and is hence reduced to a least squares prob-
lem. The two main problems, which are encountered when
this approach is applied to general time-varying systems, are
how to choose the basis functions, and how to select the sig-
nificant ones from the family of the basis functions.

Here, we consider a method which identifies the time-
varying coefficients in a fixed time window. This method
is not recursive and does not impose hard constraints on
the evolution of the coefficients of the model. Moreover,
at each time step, we identify a value for the coefficients of
the model. Thus, we do not have to find a basis to expand
these coefficients which is an important practical advantage.

2 Qur approach

We propose a method to find the coefficients of the model
such that they do not vary too much over time and such that
the prediction errors are minimized. This yields a cost func-
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tion which is composed of two terms :

min Z I1X (1) =X (1= )3+ p Z 19" (1) X (1)113
s.t. op(t) =1 Vt
where T is the size of the time window
where the identification is performed, ¢(z) =
[oo(2)Bo(2)...oy—1(¢)By—1(t)] is the coefficients ma-

trix and X(¢) = [y(t) —u(t)...yt—N+1)—u(t —N+1)]
is the data matrix. The first term imposes that the coeffi-
cients do not vary too fast and the second term corresponds
to the prediction error. A parameter [ can be chosen to
find a trade-off between fitting the data and enabling the
coefficients to vary.

This problem is a least squares problem and we show how to
solve it efficiently and how we can adapt it if we know that
the true coefficients of the system are periodic functions of
time.

Afterwards, we present some methods to select or gain some
insights in the y parameter value and the order of the system.

3 Applications

To illustrate the potential applications of the method pre-
sented, we have identified a model of the relation between
the measured rain and the river flow in the Meuse river
basin and we have tried to detect a seasonal behaviour of
the identified coefficients. Finally, we show in which way
the method presented is useful to identify a time-varying pa-
rameter of a band-pass filter from input-output data.
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1 Introduction

In this work, some advantages of using multisines as exci-
tation signals for the identification of time-varying systems
are highlighted. The systems considered are described by
linear differential equations whose coefficients are varying
linearly withtime. Their equivalent block schematicisgiven
in Figure 1.

T:F " @~©—»-I

time-varying zeroes time-varying poles

Figure 1: Block schematic of systems described by ordinary dif-
ferential equations with time-varying coefficients.

Systems that are well described by this schematic within a
time window which is significantly larger than the largest
typical time constants of the system are further denoted as
Linear Slowly Time-Varying (LSTV) systems. When such a
systemis excited by amultisine, its output signal’s spectrum
consists of peaks and valleys, as shown in Figure 2. The
peaks (given by the black arrows) are centered around the
excited frequency lines. They mostly contain information
on the time-invariant part of the system. Since, for linear
time-invariant (LTI) systems, no signal would be present in
between these excited frequencies, the time-varying part is
the cause of the valleysat the non-excited lines (given by the
grey dots).

These observations are intuitively explained asfollows. Ap-
plying amultisine to the LSTV system of Figure 1 involves
the multiplication of a multisine with a linear ramp at the
output of Gy 1. In the frequency domain, this is equiva
lent with a convolution of Dirac functions (the multisine's
spectrum) with a skirt-like spectrum (the linear ramp’s spec-
trum). This convolution scales, shifts and copies the skirt
around each excited frequency line, which explainsthe pres-
ence of valleys and peaks at the output spectrum.

2 Theinstantaneoustransfer function

At atimeinstant t*, the frozen system is defined as the sys-
tem one obtains by freezing the coefficients of the differen-
tial equation describing the system at that time instant, or,
equivalently, by freezing the time-varying gain in Figure 1

Acknowledgement - Thiswork is sponsored by the Fund for Scientific Re-
search (FWO-Vlaanderen), the Flemish Government (Methusalem:METH1)
and the Belgian Federal Government (IUAP V1/4). J. Lataireison aPh. D.
fellowship from the Research Foundation - Flanders (FWO)
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Figure 2: Estimating the speed of variation of atime-varying sys-
tem'’s frozen FRF from its output spectrum.

at t*. The instantaneous transfer function is estimated from
the ratio of the second difference of the input and the output
spectra, evaluated at the excited frequencies. Fort* =T /2
(i.e. the center of the measured time record) a good esti-
mate is shown to be given by [1]: FRFingan = A2Y/A?U |
where A2X (k) = —2X (k) + X(k— 1) +X(k+1),and U and
Y are the DFT spectra of the input and output signals over
the whole time record.

3 The speed of variation

An interesting knowledge about a time-varying system is
the rate at which the instantaneous Frequency Response
Function (FRF) varies with time. For slowly time-varying
systems, this knowledge is easily extracted from the non-
excited frequency lines. The skirts are namely proportional
to Gy 1 and G, 1 in Figure 1, which in turn are representative
for the time variation of the system. By connecting the tops
of the skirts and comparing these with the amplitude of the
signal at the excited frequencies, one getsaroughideaof the
frequency dependent speed of variation. Thisis illustrated
in Figure 2, where the tops of the skirts are connected by the
black full line, and calculated as the corrected mean [1]:

Ytop skirt(ka(c) = (Y(ka(c + 1) - Y(k@<c - l)) /2~ (1)

The instantaneous FRF at equidistant time instants is given
by the shaded grey to black full lines. Itsvarianceis given by
the black crosses. Note that the tops of the skirts are clearly
in agreement with the variation of the instantaneous FRF.
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1 Introduction

This paper is concerned with the maximum likelihood
identification of discrete-time Wiener systems from noisy
output measurements only (blind identification). It extends
the prior developed methods for the blind identification of
Wiener (and Hammerstein) systems in a noiseless situation,
which, applied to noise-corrupted (output) data
unavoidably results in biased estimates. Due to the presence
of an extremely high dimensional integral in the expression
of the likelihood function, the problem seems very hard at
the first glance. The ‘curse of dimensionality’ is avoided by
approximating this integral by Laplace’s method for
integrals. It turns out that the method works successfully.

2 Model structure

Consider the nonlinear block structure as represented in
Fig. 1. It consists of a white, Gaussian input e(¢), passing
through a cascade connection of a linear, dynamic, LTI
system H, and a static nonlinearity f,. The output
measurements are corrupted by additive, white, Gaussian
noise w(f) , assumed independent of e(¢) . The linear part is
parameterized as a stable, inversely stable, monic rational
form H(g,0;) (of known numerator and denominator
orders) in the backward shift operator ¢ The
nonlinearity is assumed to be described by a function of a
known parametric form f{u, 0,,), and is invertible in u.
0, and 0, are parameters to be identified, together with
the variances of both noise sources e() and w(¢) . All these
unknown parameters are collected into a single vector 9 .

() u(t) [E— W) )
— N > ——
H, Jo
w(f)

Fig. 1. Block schematic representation of the Wiener system, to be
identified from noisy output measurements y(z) only.

3 Integration problem and solution:
Laplace’s integration method

Our task is now, given a vector of N noisy output
observations y]{, = [¥(0), ..., y(N—1)], to identify S in a
maximum likelihood setting, i.e. we need to maximize the
likelihood that the measurements y,; occur given 9. The
latter is nothing but the probability density function (pdf)
1., of the random vector of observations, evaluated at the

ata y,. The summation at the output results in a

This research was funded in part by the Flemish government (METH-1), the Belgian
government (IUAP VI/4 - Dysco), and the research council of the VUB (OZR).
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convolution integral over the N -dimensional pdf’s of v(7)
and w(?) (denoted by £, and f,, respectively).

£,00) = [ L0y - v)dv (1)

Notice that the integral runs over as many dimensions as
the number of measurements N . Obviously, due to the fact
that N may be (very) high, the classical numerical
integration techniques are of no help. It can be shown that
after some rearrangements, (1) involves:

[77 exp(~F(x, 9))dx )

with x € R" a vector of integration variables, and F(x, 9)
not specified in this short abstract. In this discussion, the 9 -
dependency is omitted for notational convenience.
Laplace’s integration method goes as follows. Since F(x)
has a minimum at x*, exp(—F(x)) has a much sharper
peak, and the integral will therefore mainly consist of the
contribution of the integrand around x*. Therefore, it
suffices to restrict the evaluation domain to a
neighbourhood of x*, where we may use a second order
Taylor expansion of F(x). Finally, it is observed that the
approximate integrand can be seen as a Gaussian pdf.
Hence, only the result of this analytic integral has to be
evaluated numerically.

4 Results

Laplace’s integration method has given us a minimization
to be performed in a N -dimensional domain in exchange to
the N-dimensional integration. Moreover, the analytic
expression of F(x, ) indicates that the approximation
error tends to zero as the signal to noise ratio tends to
infinity (in which case the estimator coincides with the old
method ignoring the presence of noise in the data). An
algorithm has been developed to efficiently calculate
(involves the minimization of F(x,3) over x) and
minimize the approximate negative log-likelihood function
over 3. The table below shows the very promising results
of the described method with 50 Monte Carlo simulations,
indicating its superiority compared to the old method.

old method noiseless data MSE = 0.062
old method SNR = 14 dB MSE = 0.207
new method SNR =14 dB MSE = 0.083

Table 1. The presence of output noise in the data causes a severe bias,
indicated by a dramatic increase of the mean squared error (MSE) on the
parameters. The latter is significantly reduced by the new method.
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1 Introduction

Since most real-life systems are to some extent nonlinear,
linear models are not always sufficient for users purposes
such as Iterative Learning Control (ILC). The black box
model structure used here is capable of describing a broad
class of nonlinear systems. The maximum likelihood esti-
mation of the model involves the minimization of a nonlin-
ear cost function. Two optimization methods are proposed.
The first method (unconstrained) estimates the parameters
without estimating the states explicitly, while the second
(constrained) estimates both states and parameters by adding
an extra constraint equation.

The model structure is a conventional discrete-time state-
space model extended with polynomial nonlinear terms. It is
called a Polynomial Nonlinear State-space Model (PNLSS)
[1]. The PNLSS model equations are shown below:

x(t+1) =
() =

{ and 1 contain monomials in x(z) and u(¢). The matrices E
and F contain the coefficients associated with these mono-
mials.

Ax(t) + Bu(t) + EG (x(t),u(1))

Cx(t) 4+ Du(t) + Fn(x(t),u(t)) (L

2 Identification

The parameters of this nonlinear model are estimated,
given the exact input u and the noisy output measurements
y +ny with n, white noise. The states are assumed to be
unknown and in order to solve the problem we minimize
the least square error between the measured and modelled
output. For both methods, the initial estimates for the linear
parameters (A,B,C,D) are found by a two-step procedure
[1]. First, the Best Linear Approximation (BLA) of the
system is estimated. The BLA minimizes the output error in
least squares sense. Secondly, this nonparametric model is
converted into a linear parametric state-space model using
the Frequency Domain Subspace identification method.
The nonlinear parameter matrices (E and F') are initialized
to zero.

The two nonlinear optimization methods intend to minimize
the same least square cost function V = e’¢e with € the
difference between the modelled and measured output.
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Figure 1: Cost function V versus iteration number for a “nearly”
unstable system: methods A and B.

In the unconstrained method (A), the free variables are
only the model parameters, optimized with the Levenberg-
Marquardt method [2]. In the constrained method (B),
both the model parameters and the states are free variables.
A constrained Gauss-Newton method based on [2] is
used to iteratively update the parameters and states. The
Gauss-Newton method is modified in order to overcome
singularity problems. Unfortunately, the modification may
cause convergence problems. The increased number of
search variables of method B (compared to method A),
slows down the method and can cause computer memory
problems if the number of data points is too high (for
instance 10000). On the other hand, method B has the
advantage over method A to be robust in case of “nearly”
unstable or even unstable models because the constraint
equations prohibit the states to diverge. An example
illustrating the different convergence behaviour is shown in
Fig. 1.

References

[11 1. Paduart, Identification of Nonlinear Systems us-
ing Nonlinear Polynomial State Space Models, PhD Thesis,
Vrije Universiteit Brussel, 2007.

[2] R. Fletcher, Practical methods of optimization, John
Wiley and Sons, 1991.



Book of Abstracts

28th Benelux Meeting on Systems and Control

System realization of generalized model structures

Edwin Reynders and Guido De Roeck
Department of Civil Engineering, Katholieke Universiteit Leuven
Kasteelpark Arenberg 40, B-3001 Leuven, Belgium
Email: edwi n. r eynder s@wk. kul euven. be, gui do. der oeck@wk. kul euven. be

1 Introduction

An algorithm is proposed for the subspace identifica-
tion of a generalized discrete linear time invariant model
structure, composed of a deterministic and a stochastic
subsystem that share only part of their poles. Following
the terminology of [1], ARMAX, ARARMAX, and Box-
Jenkins models can be considered as special cases of the
generalized model structure. In a first step, the impulse
response of the deterministic subsystem and the cor-
relation function of the stochastic subsystem are esti-
mated in a statistically consistent way. The second step
consists of system realization, where a specific choice of
the state space basis, that reveals the deterministic and
the stochastic dynamics and their coupling, is imposed.

2 Consistent estimation of impulse responses
and stochastic output correlations

Let Hoj2;—1 and L1)2,_1 denote the matrix consisting
of the impulse response matrices Hy and the stochastic
output correlation matrices Ag of interest, respectively:

Hojzi—1 = [Hg H{ ... Hj,

2i—1
['1|2'L—1 £ [A,{ Ag Agz—l] .

}T

In [2] it is shown that if (i) the measured inputs can
be considered as noise-free, (ii) the considered system
is controllable, (iii) the stochastic outputs are uncorre-
lated with the inputs, and (iv) a persistency of excita-
tion condition on the inputs is satisfied, a strongly con-
sistent estimate of Hg|2;—1 can be obtained from pro-
jected data matrices. Under the same assumptions, a
strongly consistent estimate of £1|2,_1 is obtained from
sample correlations, where a Hankel matrix of measured
outputs is projected onto the orthogonal complement of
a Hankel matrix of measured inputs.

3 Consistent realization of the generalized
model structure

Once Ho|2i—1 and Lq)z,—1 are estimated, it follows
from deterministic and stochastic realization theory
that their corresponding Hankel matrices can be de-
composed into an observability matrix and respectively
a deterministic and stochastic controllability matrix:

Gi, 2 [Hij, Mg =0, [CP CF].

When a specific choice of the state-space basis is
imposed, the following generalized state-space model
can be obtained from @,, CP, and CZ:

1:§+1 Az O 07 [= B 0
@py1| = |A21 A2z Aaz| x| + |Bz2| ur + K,§ ex
w2+1 0 0 Asz| |xp 0 K3
K N — )
Tpqa A @ B Ky,
1
T
Yy =[C1 C2 Cs] |z;| + Duy + e,
N ———— $2
c

where i € R™ is the part of the state vector zp € R"
that describes the purely deterministic dynamics, 2 €
R™ describes the common dynamics and mz e R™
describes the purely stochastic dynamics.

4 Simulation example

A SISO ARARMAX model, where n; = 0 ny = 4,
and n3 = 2 in the above decomposition, was used to
generate 1000 Monte Carlo simulations of output series
of 1000 samples, with equal deterministic and stochastic
contributions, i.e., an SNR of 0dB. The figures below
show the system poles of the complete system (left) and
of the deterministic subsystem (right), identified with
the above algorithm for each of the simulations. The
true poles are indicated with crosses.

1 1
0.5 0.5
0 0
-0.5 -0.5
-1 -1

-1 0 1 -1 0 1
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1 Problem Statement

Transfer function modeling is a key step in many practical
engineering problems such as: the measurement and design
of amplifiers, the calibration of sensors, the (physical) mod-
eling of devices from (noisy) input-output data .... The
identification of such systems is generally formulated as a
weighted least squares (WLS) problem, [1].

To estimate the transfer function Go(joy), with v/ —1 = j,
a parametric estimate G(jy, 6) is considered. The Errors-
In-Variables (EIV) estimator 6 of the parameters 0 is found
by minimizing the following quadratic cost function, with
respect to the parameters 0,

G(jon,0)0 (k)
o2,

with L the length of one period, U (k), ¥ (k) the sample mean
of the discrete Fourier transform (DFT) spectra of P periods
of the steady state response to a periodic input, A the com-
plex conjugate of A and where o, 5 9( ) equals the variance

of the residual ¥ (k) — G(jy, 0)U (k) at frequencies ay.
The good properties of the WLS estimator are only guaran-
teed asymptotically (F — o). For finite record lengths, the
denominator of (1) is not equal to the variance of the nu-
merator due to the non-periodicity of the noise, [2]. This
non-periodicity results in a leakage contribution in the nu-
merator of the cost function (1).

(1

2 Proposed Solution

2.1 Modified numerator
Let us consider the Fourier coefficients over blocks of two

periods,
20—1

Zu

where u[zl] (n) denotes the ith block of 2 periods of the input
signal u. Averaging (2) over the different blocks i is used
as the numerator in the cost function (1) where the window
w(n) is chosen to supress the noise leakage errors.

eJL"

2

2.2 Modified denominator

If the noise (co)variances are unknown, the (co)variances are
to be estimated from the data. Classically, in the case of un-
known noise (co)variances these are estimated from the data,
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Figure 1: The FRF (crosses), transfer function estimate (solid
lines) and its uncertainty (dashed curves) is shown for
different windows. Black indicates the rectangular win-
dow, dark gray indicates the Hanning window, gray is
in some sense the optimal window.

[1], by using the sample (co)variance of the Fourier coeffi-
cients over the different blocks. Unfortunately, noise leak-
age errors are present in the estimated noise (co)variances,
such that a strategy similar to the numerator is applied on
the residual.

3 Measurement example

A mechanical system was excited with a periodic signal part
(50 periods, 1 period is 1024 data points). Figure 1 shows
that the transfer function uncertainty can be significantly re-
duced in the frequency band where the noise leakage errors
are the dominant disturbance.
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1 Introduction

Consider the linear differential equation

X(t) =Ax(t),  x(0) =xo, 1)

with the statex in the Hilbert spaceX. A standard way
of solving this differential equation is the Crank-Nicatso
method [3]. In this method the differential equation (1) is
replaced by the difference equation

-1
+A—2A) (I - %) xa(n), X4(0) =xo,

(2)
where A is the time step. The operatdt + AA/2)(1 —
AA/2)~1is known as the Cayley transform #f and we
denote it byAy.

Xd(n+1) = (I

The solutions of the differential equation (1) are given via
the semigrouge™ )i>o; i.e. X(t) = eMxo. If we know that a
semigroup is exponentially stable, g&'| < M;e~*, with

w > 0, what can be said about the solutions of the difference
equation (2), and hendgj||?

It is known, that if € is a contraction semigroup, i.e.
||eAt|| <1, orifitis an analytic semigroup, theiij|| < Mo,

for all n > 0. Thus, in these cases the solutions of (2) are
bounded, see [1] and [2].

2 Bounded Haar measur e difference

We can extend the class of semigroups which behave nicely
with respect to the Cayley transform, by introducing the new
notion of bounded Haar measure difference. We say that
two semigroupse™ ande”!, have abounded Haar measure
difference if the following two inequalities are satisfied for
all xg € X:

L1 -l <o @

L= 2t < o (4)

For example, ifF € .Z(X) is a bounded perturbation of

A andA = A+F, then the semigroups™ and e have a
bounded Haar measure difference.
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For Cayley transformsAq and Aq, we say they have a
bounded Haar measure difference if the following two in-
equalities are satisfied for a§ € X:
[ 1 .
Adx0 — Afxol| < e, (5)

|AF%0 — Aol |? < oo. (6)

M3|>|~—

I

k=1

One of our main results is, that the Cayley transform
conserves the bounded Haar measure difference property.
Moreover, the following equality holds:
@ i 1 21 ~
2 kK Rkyy |12
- dt=§ = — (@
Jy I == 5 G- Al ()

k=
3 Stability

Operators with bounded Haar measure difference have sim-
ilar stability properties. 1f\q andAy have a bounded Haar
measure difference amy, is strongly stable, i.e. Ajx — 0 as

n — oo, then alsedq is strongly stable. Combining this with
equation (7), it leads to the following Theorem:

Theorem 3.1. Let € and €™ have a bounded Haar mea-
sure difference. Then Aq is strongly stable if and only if Ag
is strongly stable.

Furthermore, the other way around also holdﬁdlﬁand,&g
have a bounded Haar measure difference, #feand e
have similar stability properties.
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1 Abstract

Identifiability is a property of a parametrization of a sys-
tem. A parametrization is a map from a parameter set to a
parametrized system. It maps parameter values to systems
derived from the parametrized system by substituting the pa-
rameter values to the parameters. We say that a parametriza-
tion is globally identifiable if the parameter values can be
uniquely determined from the data which are modeled by
the parametrized system. It is structurally identifiable if
this holds for almost all parameter values. Therefore veri-
fying structural or global identifiability of a parametrization
preceeds determination of numerical values of the param-
eters. In this talk, we derive necessary and sufficient con-
ditions for the parametrizations of parametrized polynomial
and parametrized rational systems to be structurally or glob-
ally identifiable. These results are applied to study the iden-
tifiability properties of a system modeling a chain of two
enzyme-catalyzed reactions.

2 Introduction

Polynomial and rational systems are used in economy,
physics, and engineering. Within systems biology they are
used to model for example gene expression, metabolic net-
works, and enzyme-catalyzed reactions. Since the models
of these biological phenomena are usually not fully specified
systems but systems with parameters, the problems concern-
ing system identification arise. In this talk we restrict our
attention only to the identifiability of parametrizations. This
problem deals with the question whether the parameters of
the system can be uniquely determined from the measure-
ments.

We study the problem of identifiability for deterministic
continuous-time parametrized systems whose dynamics is
given by polynomial or rational vector fields and whose out-
put function is componentwise given by a polynomial or a
rational function. Our approach, which is related to similar-
ity transformation or state isomorphism approach, strongly
relies on the results of realization theory for polynomial
and rational systems. For these results which deal with
equivalence relations of canonical realizations of the same
map see [1, 2]. Many concepts of identifiability of certain
parametrized systems are present in the literature. We treat
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only global and structural identifiability of parametrized
polynomial and rational systems.

3 Main results

In the talk, we introduce the concepts of parametrized and
structured polynomial and rational systems. We also intro-
duce the properties of parametrized systems such as struc-
tural canonicity and structural distinguishability of parame-
ters. Then the main result can be formulated as follows:

Theorem Let X(P) be a structured polynomial (rational)
system with the parametrization & : P — Z(P). Assume that
Y(P) is structurally canonical and denote by CO the small-
est strict subvariety of P so that X(p) € X(P) is canonical
for all p € P\ CO. Assume also that X(p) is distinguishing
parameters for every p € P\ D where D is the smallest strict
subvariety of P such that this holds. Then the following are
equivalent:

(a) the parametrization 2 is structurally identifiable,

(b) there exists a strict subvariety S of P such that COU
D C S and for any p,p’ € P\ S an isomorphism (bi-
rational isomorphism) of the systems X(p),X(p’) €
Z(P) is the identity.

Global identifiability of the parametrizations of structured
polynomial systems is characterized as structural identifi-
ablity in the theorem above but with CO, D, S = 0. For global
identifiability of the parametrizations of structured rational
systems we exclude only the parameters p € W for which
the systems are not well-defined, i.e. CO,D,S=W.

The results presented in this talk and the motivation for fur-
ther research are discussed in [3].
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1 Introduction

If one demystifies entropy the second law comes out as an
emergent property entirely based on the simple dynamic
mechanical laws that govern the motion and energies of
system parts on a micro-scale. No statistical mechanics is
needed. The emergence of the second law is illustrated in
this paper through the development of a new, very simple
and highly efficient technique to compare and compute
time-averaged energies in isolated conservative linear large
scale dynamical systems. Entropy is replaced by a notion
that is much more transparent and more or less dual called
ectropy. Ectropy has been introduced before but we further
modify the notion of ectropy such that the unit in which it
is expressed becomes the unit of energy. The second law of
thermodynamics in terms of ectropy states that ectropy
decreases with time on a large enough time-scale and has
an absolute minimum equal to zero. Zero ectropy
corresponds to energy equipartition. Basically we show
that by enlarging the dimension of an isolated conservative
linear dynamical system and the dimension of the system
parts over which we consider time-averaged energy
partition, the tendency towards equipartition increases
while equipartition is achieved in the limit. This illustrates
that the second law is an emergent property of these
systems.

2 Energy equipartition
Consider a Hamiltonian conservative system with state x
of dimension 2n. Energies E () associated to system

parts i=1,2,..,N are represented by,
E (t)=x"(1)Sx(t), S, >0,8 =S/ (1)
If the system is linear, diagonalizable and represented

using normal modes then the following holds for the time-
averaged energies [1],

1 T
E =lim—|E (¢)dt =

T—o T 0
2n-1 N )
Z (S[j,j + S’Aj+1,j+1 )(xj (0) + xj“ (0))
j=135...
From (2) energies of system parts equipartition, i.e. their
time-averages are equal, if and only if all corresponding

2)

2x2 diagonal blocks of S, have identical traces. This

provides a very simple and efficient energy equipartition
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test. So far only sufficient conditions, that are also more
complicated, have been presented [2], [3].

3 The second law of thermodynamics
The second law of thermodynamics states that entropy
always increases towards a maximum. Ectropy is dual to
entropy and much more closely related to energy [4]. When
modified further ectropy even gets the unit of energy [1].
The following ectropy measure is central to our results,

U=§‘E—E‘,E=% 3)

where H represents the constant total energy of the
conservative linear system. U is nonnegative and
measures how far the system is removed from energy
equipartition among the system parts i=1,2,..,N that
together make up the whole system. Using (2), (3) in [1]
we show that, as the dimensions of a large scale linear
conservative Hamiltonian system divided into equal parts
i=1,2,.,N increase, U decreases towards zero. This is
consistent with the second law and reveals that this law is
an emergent property. No statistical mechanics is involved.

The second law of thermodynamics is actually about
equipartition of temperature, not energy. By introducing
thermal capacities however the transition to equipatition of
energy of systems divided into equal parts is justified [4].
The results in [1] are restricted to linear large scale one
dimensional systems having a homogeneous composition
(identical masses and springs). Currently we are
investigating if similar results can be produced for linear
systems having a non homogeneous composition (different
masses and springs).
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1 Introduction

Many physical/chemical processes exhibit parameter varia-
tions due to non-stationary or nonlinear behavior, or depen-
dence on external variables. For such processes, the theory
of Linear Parameter-Varying (LPV) systems offer an attrac-
tive modeling framework. LPV systems can be seen as an
extension of the class of Linear Time-Invariant (LTI) sys-
tems. In LPV systems, the signal relations are considered
to be linear, but the model parameters are assumed to be
functions of a time-varying signal, the so called scheduling
variable p : R — P, with P C R™. As a result of this pa-
rameter variation, the LPV system class can describe both
time-varying and nonlinear phenomena. Practical use of this
framework is stimulated by the fact that LPV control design
is well worked out, extending results of optimal and robust
LTI control theory to nonlinear, time-varying plants.

2 Gaps of the LPV system theory

LPV systems are often described in different representation
forms like Input-Output (10), State-Space (SS), or Impulse
Response, where the parameters are functions of the instan-
taneous value of p. However, representations with such,
so called static dependence, are inequivalent, which means
that generally, there exists no SS realization of an LPV-IO
model and vice-versa [2]. As the concept of LPV systems is
often defined in terms of these representations, it becomes
apparent that there is a lack of basic understanding about
the definition of an LPV system. An additional question
is how results connected to these different representations
can be brought to a common ground. It can be shown that
— to establish equivalence of the representations — it is re-
quired to introduce dynamic dependence of the parameters,
dependence on derivatives/time-shifts of p. However, it is
not known how to handle such dependencies, and how to
formulate algorithms that provide transformations between
the representation forms.

3 Behavioral view on LPV systems

A common ground between the several representations and
concepts of LPV systems can be found by considering a

ISupport by the Netherlands Organization for Scientific Research
(NWO) is gratefully acknowledged.
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behavioral approach to the problem. In this framework, a
discrete-time parameter-varying system . is defined as a

quadruple < = (T,P,W,B), M

where T = 7Z is called the time axis, [P denotes the schedul-
ing space (i.e. p(k) € P), W is the signal space and B C
(P x W)T is the behavior of the system, defining the trajec-
tories that are possible according to the system model (XT
stands for all maps from T to X). We call .#’ an LPV system
if W is a vector-space, 8 is time-invariant, and for any valid
scheduling trajectory p of .7, B, = {w € WT | (w,p) € B}
is a linear subspace of WT.

4 System representations

Considering the previous concept of LPV systems, an al-
gebraic structure of polynomials is introduced to define
parameter-varying difference equations as representations
of the system behavior 8. Based on the resulting non-
commutative polynomial ring Z[&], kernel (KR), 10, and SS
representations of LPV systems are defined with dynamic
dependence and the concepts of IO partitions, latent and
state-variables are established [1].

5 Equivalence classes and transformations

Using the behavioral framework, equivalence of the intro-
duced representations is investigated via equality of the rep-
resented behaviors. It is shown that left-multiplication of
the polynomials, associated with these representations, by
unimodular matrices on Z[£] does not change the behavior
while right multiplication results in an isomorphic behavior
[1]. These results enable the definition of minimality and
the introduction of algorithms to solve the transformation
between SS and IO representations via state-elimination and
state-map construction.
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Abstract

During the last decade, the robust .7%-estimator synthesis
problem for linear systems that are subject to white-noise
disturbances and norm-bounded parameter uncertainties has
been studied intensively. The problem can be formulated
as the design of a linear time-invariant estimator that
guarantees a norm-bound on the asymptotic variance of
the estimation error. Some early works proposed solutions
based on Riccati equations and later in e.g [1] methods
based on LMI techniques were introduced for systems with
parametric uncertainties that can be captured by a polytopic
region. It is well known that these methods might lead to
rather conservative solutions since the uncertain parameters
are allowed to vary arbitrarily fast. For this reason, there
have been various attempts to reduce conservatism by
using parameter-dependent Lyapunov functions (PDLF). In
e.g [2], methods were suggested for systems that depend
affinely on uncertain time-invariant parameters. Only
recently, in [3] and the references therein, these methods
were generalized to the case in which the parameters are
allowed to be time-varying. However, despite the fact that
the results were considerably improved, they all still might
yield conservative results. A second drawback is that the
system matrices are restricted to depend affinely on the
uncertain parameters.

An alternative framework for stability and performance
analysis is the dynamic integral quadratic constraint (IQC)
approach, which was initially established in [4]. IQCs are
very useful in describing different types of uncertainties.
One could for example think of uncertain time-delays,
multiple static nonlinearities or uncertain LTI dynamics.
Our special attention is devoted to IQC tests for smoothly
time-varying parametric uncertainties with bounded rates-
of-variation, on which some recent developments are found
in [5]. Until very recently, the dynamic IQC-framework was
mostly suitable for analysis purposes only. The essential
difficulty in synthesis based on dynamic IQCs was the char-
acterization of stability of the closed-loop system. Recently
this problem was completely resolved in [6]. A necessary
and sufficient positivity condition was derived that can be
imposed on the synthesis LMIs in order to enforce stability
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of the corresponding closed-loop system. It was also shown
in [6] that this result yields convex solutions for the .%5-gain
and J%-estimator synthesis problems if the uncertainties
are described by dynamic IQCs.

The first goal of this work is to merge the new results
of [6] with the most recent IQC test for uncertain smoothly
time-varying parameters from [5] and to show that we
can systematically reduce conservatism with respect to the
PDLF based approaches for a broader class of systems. The
second goal is to show that the estimator synthesis problem
from [6] can be further generalized with the inclusion of
a weighting filter at the output. With this filter, we can
improve performance in a desired frequency band of interest
at the cost of a possible degradation of performance outside
the desired frequency band.
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1 Abstract

In this paper we present both necessary and sufficient condi-
tions for the existence of a linear static state feedback con-
troller if the system is described by an index one descriptor
system. A priori no definiteness restrictions are made w.r.t.
the quadratic performance criterium. It is shown that in gen-
eral the set of solutions that solve the problem constitutes
a manifold. This feedback formulation of the optimization
problem is natural in the context of differential games and
we provide a characterization of feedback Nash equilibria
in a deterministic context.
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1 Background

The infinite number of transmission ratios in a continu-
ously variable transmission (CVT) provides more freedom
to match the engine operating conditions to the variable
driving conditions in comparison with power transmission
devices with a fixed number of transmission ratios. This
improves the fuel consumption of the vehicle. The trans-
mission ratio is realized by the variator, a friction drive, see
Fig. 1, which consists of a metal V-belt that is clamped be-
tween two pairs of conical sheaves. The research is con-
cerned with the variator control design, where the objective
is to further improve the variator efficiency, while the varia-
tor functionality is preserved.

Fig. 1: Pushbelt CVT variator (Left: Test rig; Right: Illustration).

2 Variator Control Design

2.1 Actuators and Sensors

In production CVTs, the clamping forces F), and Fy (Fig. 1)
are applied by the hydraulic actuation system, which in-
cludes two servo valves. The manipulated variables are the
servo valve currents /, and I;. The measured variables are
the secondary clamping force F; and the angular velocities
@, and @y (Fig. 1). Furthermore, 7}, and 7§ (Fig. 1) denote
the torques.

2.2 Control Objectives

The control objectives are: 1) track a prescribed speed ratio
reference 7y rer (s = @ / @) and 2) optimize the variator ef-
ficiency n (n = Ty, /T, ),). Clearly, the variator efficiency
is a performance variable that is not measured. Hence, a
measured variable is required that indicates performance.

134

Erik van der Noll
Bosch Business Unit CVT
Department of Advanced Engineering
P.O. Box 500, 5000 AM Tilburg
The Netherlands
Email: Erik.vanderNoll@nl.bosch.com

3 Experimental Results

In the experiments, the primary moveable conical sheave is
fixed. This isolates the problem of optimizing the variator
efficiency and neglects the problem of tracking a prescribed
speed ratio reference. In Fig. 2 (Left), open loop experi-
ments are shown in which F; decreases. Conclusions are: 1)
a global maximum exists in the F;-1 map, 2) a global max-
imum exists in the Fy-ry map, and 3) the extrema in 1) and
2) occur for nearly the same value of F;. Hence, the speed
ratio r; indicates performance.

2 6 0 2 6

Fy [N] F, [kN]

Fig. 2: Experiments (Left: Open loop; Right: Closed loop)
(solid: Measurement; dashed: Extremum in F;-r; map;
dashed-dotted: Conventional variator control design).

The extremum in the Fi-ry map is found by means of ex-
tremum seeking control (ESC) [1] in a stable way. In Fig. 2
(Right), closed loop experiments are shown in which Fj
decreases. The ESC algorithm converges towards a small
neighborhood of the extremum in the F-r; map and outper-
forms a conventional variator control design.
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1 Introduction

Nowadays, traffic jams are constantly affecting our maopilit
Moreover, the frequent traffic jams are also responsible for
the enormous increase of fuel consumption and emissions
by the road traffic. For example, traffic emissions account
for 40% of volatile organic compounds, more than 70% of
NOy, and over 90% of CO in most European cities [4].

Although the demand to reduce emissions and the desire
to decrease travel times are two conflicting requirements of
traffic control [1], we show that a model-based control ap-

proach can be used to address these challenges. Inthe sequel

we describe and demonstrate our approach to tackle the traf-
fic control problem.

2 Approach

Since traffic flow is a very nonlinear and complex system,
designing a simple linear controller that can take the con-
straints of the system into account s infeasible. In thisse
and to predict the effect of applied control measures on the
evolution of traffic system states, a model-based traffic con
trol is a sensible approach. Particularly, model predéctiv
control (MPC) is used to reduce both emissions and travel
times. In this approach we use models to predict the emis-
sions and travel times of various control measure settings
over a certain prediction horizon. The most optimal set-
tings are then selected using numerical optimization and ap
plied to the traffic system. At the next control time step the
current traffic condition is assessed again through new mea-

surements and updated predictions of demands, etc., and the[1]

whole process is repeated. For this approach we use GHR][3]
traffic flow model and VTmicro [2] emission model.

3 Case study

The approach is implemented on a single-lane one-way 8
km freeway. As shown in Fig. 1, the roadway is divided into
three sections, and two speed limit controls are applietugn t
last two sections. The section of the freeway frofidn to
5.5km is assumed to be congested. We define two objective

1B. De Schuitter is also with the Maritime and Transport Tedbmo
Department.
Research supported by the Shell/TU Delft Sustainable Mgbpro-
gram, the BSIK project “Transition towards Sustainable Myb(TRAN-
SUMO)", and the Transport Research Center Delft.
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Figure 1: Layout of the case study

Table 1: Simulation results

Control TE TTS

objective (kg)  (vekh)
1 Uncontrolled 13.24 383.1
2 Travel time 14.92 210.4
3 Emissions 8.29 340.6

functions, one as the total time spent (TTS) and the other as
the total emissions (TE).

4 Results and conclusions

Tab.1 summerizes the simulation results for three differen
control objectives. We can see that under congested traf-
fic conditions, traffic control aiming at either emissions or
travel time can have a negative effect on respectively trave
time or emissions. It can also be seen that with the consid-
ered case study MPC traffic control reduces the emissions
by 37.5% and the travel time by 11.2% when emissions is
considered as the objective of the MPC optimization.
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1 Introduction

Operation optimization of combustion engine powertrains
is mainly done based on a given powertrain rotation speed
trajectory. A big potential for lowering the energy con-
sumption lies in the optimization of these speed trajecto-
ries themselves. This method has been widely used in
aerospace applications and for the optimal operation of
trains. On the other hand, speed trajectory optimization is
hardly researched for road vehicles. For combustion en-
gine powertrains, predictive cruise control (PCC) [1] uses
a kind of speed trajectory optimization. To the authorstbes
knowledge, only Stoicescu [4] published a basic work on
minimum-fuel speed trajectories of combustion engine pow-
ertrains. Due to assumptions about the fuel consumption
modeling, Stoicescu’s optimal control is a bang-off-bang
control. Although this type of control is typical for sim-
ple fuel-optimal control problems [2], it is not practicad a
shown by Saerens et. al. [3].

2 Problem formulation

Consider a powertrain with an internal combustion engine
and a basic driveline (clutch with no dynamics, no gearbox).
The dynamics are given by:

do 14w
de
- @ (1b)

with w the rotation speed of the powertrain sh#ftits po-
sition, T [Nm] the engine brake torqué(w) [Nm] the load
function and [Nm.s%/rad] the rotation inertia. The optimal
control problem that is considered, is changing the ratatio
speed of the shaft of the powertrain framg to e with a
minimum of fuel consumption. The total timigand the to-
tal amount of rotationé, (~distance) can be fixed or subject
to optimization.
The authors propose a new generic model of the fuel con-
sumption of the combustion engine:
o { Mro(w) +esfd w, T)wT,
™= (),

with () [kg/s] the fuel mass flow rate at zero torque,
M (w) [kg/s] the fuel mass flow rate at idling or braking

if T>0,

ifT<o ©
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torque and esfeo, T) [kg/(Nm.rad)] theextra specific fuel
consumption

3 Problem solution

Since this paper tries to give a deeper and analytical ihsigh
on basic optimal control of combustion engine powertrains,
Pontryagin’s Maximum Principle [2] is used. The analysis
shows that the dependency of the extra specific fuel con-
sumption of the engine torque is very important. If the
esfc is independent of, an optimal control will be bang-
off-bang. An optimal control trajectory is composed of sev-
eral operating modes. The possible modes are: full braking,
singular braking, coasting, decelerating, constant spsed
gular constant speed and accelerating.

4 Test cases

Several test cases of increasing the powertrain speedeare pr
sented, for different kinds of control problems énd 6,
fixed or free) and for different kinds of load functions.

If the total time and total amount of revolutions are free, th
optimal torques will be relatively high and will asymptoti-
cally behave as the load function. With the total time fixed
and the total amount of revolutions free, optimal torques ca
be lower, but the same asymptotical behavior is observed.
If the total amount of revolutions is fixed, then in normal
conditions there will be an evolution towards a steady state
speed. For the total time free, this is the rotation speed tha
yields minimal consumption per rotation of the powertrain.
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1 Abstract

The field of automotive suspensions is changing. Semi-
active and active suspensions are starting to become vi-
able options for vehicle designers, [2, 5, 7]. Suspension
design for commercial vehicles is especially interesting
given its potential, [3, 4, 8]. However, as mentioned in
[1], the fields of suspension control for commercial ve-
hicles and in particular design and control of secondary
suspensions, are little addressed in literature.

In this study, an active cabin suspension is considered,
consisting of four ideal actuators with parallel springs,
one acting on each corner of the cabin. The main
question is how to control this suspension such that
it gives optimal comfort when driving in a straight line,
but still follows a specified compensation strategy when
cornering, braking or accelerating. The proposed con-
troller uses modal input-output-decoupling. Each of
the modes has a separate controller including: a sky-
hook part for enhanced comfort; and an event part for
attitude control.

The proposed control strategy is tested in simulation
using a validated tractor semi-trailer model with idea-
lized actuators. It is shown that the driver comfort can
be greatly enhanced, without damaging the attitude be-
havior of the cabin. Furthermore, in contrast to what
is known from quarter car analysis, it is shown that
adding passive damping is highly desirable, see Fig. 1.

A few things can be noticed in this figure. Firstly, lo-
wering the stiffness by replacing the steel springs of the
cabin with air springs results in improved comfort. The
root-mean-square value of the heave, pitch and roll ac-
celerations are all reduced. This is also reflected in the
ride comfort index [6],

I .. ..
RCI = \/?/0 (#1s0 + Uiso + £iso) dt, (1)

hence the lower the RCI value, the better the driver
comfort perceptence. Furthermore, the significant gain
using an active suspension with the proposed control
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Figure 1: Overview of comfort evaluation on asphalt.

strategy is also clear. Especially for the configuration
with added passive damping.
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1 Abstract

Modern cars are equipped with an increasing number of ac-
tive systems [3] in order to help the driver, e.g. to bettei de
with unexpected changes in the vehicle dynamics. To im-
prove the global vehicle dynamics, comfort and handling,
coordination between traditionally stand-alone active-sy
tems is required. This demands for a Global Chassis Con-
troller [2].

Thanks to the use of tyre force sensors, the controller pro-
posed in this paper is structured on two layers which sim-
plify the implementation and the computation.

The top layer deals with the global control and the force
allocation. Thanks to the structure, the nonlinearitied an
uncertainties of the tyre do not appear in this layer and the
allocation can be treated as a convex optimization problem.
The solution to this problem taking tyre friction constitain
into account is provided by a hybrid dynamical system [1].

The bottom layer features four independent local tyre con-
trollers. These ensure, in a robust manner, that the aidcat
forces are realized.

A simulation example shows the performance of the method
during asplit-mu braking manoeuvre.

%6

@6 Virtual Car @ontrolled car)
r % r(bmroner > @

N

1

Inner-Loop

Outer-Loop

Figure 1. The vehicle motion is controlled via two feedback
loops. The inner-loop, closed by the controller, ren-
ders the car easier to drive. The outer-loop, closed by
the driver, maintains the trajectory.

2 Experimental Facilities

To be able to test and validate those new chassis contro
concepts, various experimental facilities are developet a
adapted. Four facilities will constitute a consistent st f
dealing with the different aspects:
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Figure 2: X-Car Driving Simulator. This moving simulator is be-
ing developed with a clear focus on vehicle dynamics.

e TheTireTest Bench. Tyres, being nonlinear and un-
certain, are playing an important role in the control
design. Therefore our tyre drum has been adapted in
order to allow close-loop control of the brake based
on, for example, force measurement.

e The TNO Moving Bases. Tests are being planned on
mobile robots at TNO to focus on the coupling be-
tween braking and steering at tyre level and on the
interaction of the four tyres.

e The X-Car driving smulator. The simulator has re-
cently been completely reprogrammed with a clear fo-
cus on vehicle dynamics. The objective is to assess
the added value of new controllers when placed in the
hands of an human driver. (Figure 2)

e The BMW test vehicle. When all the previous tests
are conclusive, the final assessment and tuning will be
done on our new test vehicle.
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1 Introduction

The loads exerted by the seat belt on a human body during a
vehicle crash, are essential in the injury mechanisms of the
chest [1]. Injury risk can be reduced when the seat belt load
is controlled based on crash conditions, e.g., impact severity
and occupant type [2]. In this study, a semi-active actuator
for this control system is developed.

2 Sled setup

An experimental sled setup is developed (Fig. 1) to test the
belt force actuator and to demonstrate its potential for injury
reduction. A mass representing an occupants torso (4), is

seat belt (3)

belt force
., actuator (1)

torso mass (4)

Figure 1: Picture (left) and drawing (right) of the sled setup.

mounted on a cart (2), that impacts against a deformable
crumple tube (5) at high speed (12 ms~!). A force actuator
(1) is connected to a belt (3), and will be used to control
the torso body acceleration. The sled setup is modeled, see
Fig. 2, and simulations with measured cart accelerations are
used to obtain actuator specifications.

el |

&
«

k,d

Qcart

Figure 2: Simple 2D sled setup model.
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3 Semi-active belt force actuator

A semi-active actuator design is chosen, comprised of an
hydraulic cylinder, see Fig. 3. During impact, the belt force
causes the cylinder to extent and fluid outflow is controlled
by a very fast spool valve, actuated by a voice coil.

permanent
magnet

Figure 3: Semi-active hydraulic actuator.

4 Simulation results

The valve dynamics are modeled and combined with the sled
model. An outer feedback controller is designed to track
a desired torso acceleration. A local feedback controller
calculates the current through the voice coil to track the de-
sired force, see Fig. 4. The actuator shown in Fig. 3 has been
built, and experimental results are expected early 2009.

4 0
Z
3 — —10
o 2 <
2 — =20
o

0 -30

0 20 40 60 80 0 20 40 60 8C
time [ms] time [ms]

Figure 4: Desired (—) and applied (- -) belt force (left) and the
required current (right)
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Abstract - Detecting a periodic signal corrupted by zero-mean
Gaussian noise is a problem that arises in various fields of
engineering. The amplitude of the disturbed signal is known to
follow a Rice distribution which is characterized by two
parameters. A Bayesian approach is proposed to tackle this two-
parameter estimation problem. The idea is to incorporate prior
knowledge into a mathematical framework. The performance of
the proposed Bayesian estimator is shown via simulations.

1. Introduction

In various engineering applications, the user is confronted
with periodic signals that are disturbed by zero-mean
Gaussian noise. It is well-known that the amplitude of the
disturbed signal is distributed (in the frequency domain)
according to the Rice probability density function [1]. The
Rice distribution is fully described by two parameters: the
amplitude 4 of the desired signal and the standard
deviation ¢ of the Gaussian noise source. To estimate these
two parameters from amplitude measurements only, we
propose a Bayesian approach in which we make use of
relevant, known information about the measured signal.

2. Rice distribution

Amplitude measurements x = [x,,.., x,] of a corrupted

periodic signal are Rice distributed when every sample x;

is independent and characterized by the following
probability density function (pdf)

110 X; ( xl.2 + 42 , (xl.A)

x;|0) = —exp| - ——— —

z| o2 p 2 0

o2 o2

M

with 8 = [4,0]. [,(x) denotes the zero-order modified
Bessel function of the first kind [2].

3. Bayesian approach

Estimating the unknown parameters 6 from N
independent amplitude measurements x is classically
formulated in a Maximum Likelihood (ML) framework [3].
However, using the ML approach to solve this two-
parameter estimation problem is not optimal [4],[5]. To
overcome the drawbacks of the ML method while keeping
the good statistical properties of the ML estimator [3], we
construct a Bayesian equivalent for the likelihood function
of the ML framework, by using the following prior
knowledge:

-4 and ¢ are non-negative;
-4 and o are independent;
- the Rice distribution is scale invariant.

This prior information needs to be translated into a so-
called prior distribution IT(0) for the unknown parameters
[6]. This prior distribution can be interpreted as a
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description of what is known about the parameters 6 in the
absence of measurements x. The prior knowledge of the
parameters can then be updated by taking into account the
measurements x which follow the likelihood function
£(x|0) [7]. This leads to the so-called posterior density
function

f(8]x) = cL(x[6)I1(6) 2

with ¢ a constant. In a Bayesian framework, (2) plays a
similar role as the likelihood function of the ML
framework. Hence, the Maximum A Posteriori (MAP)
estimator is defined as

Opap = mgxf(6|x)

(€))

4. Simulation results

In Fig. 1, we compare the MAP estimator with the ML
estimator in Root Mean Square (RMS) sense for different
Signal-to-Noise Ratios (SNRs).

RMSE(A)
RMSE(o)

SNR SNR

Fig. 1. The RMS error of 4 (left) and G (right) as a function of the
SNR for the ML (o) and the MAP (+) estimator, using 100 data
points.

5. Conclusion

We have presented an alternative approach for the two-
parameter estimation problem of the Rice distribution. We
showed that the Bayesian estimator outperforms the ML
estimator in RMS sense for low SNRs.
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1 Introduction

The use of genetic networks is indispensable in today’s
highly industrialized world. The ever increasing demand
for animal, agricultural and pharmaceutical products among
others calls for an in-depth study of genetic networks as
one of the solutions to meet the worlds’ growing demands.
However, intensive literature paints a picture of the com-
plexity encountered by numerous scholars in attempts to un-
ravel the underlying complexities encountered in studying
genetic networks (especially on a genomic scale). The re-
construction of genetic networks necessitates using sophis-
ticated mathematical computational techniques.

2 Methodology

In the simulations a system of ordinary differential equation
(ODE) is set up to mimic a biochemical genetic network
in a defined physiological state. The network structure is
assumed to be static across time. The ODE representation is

X(1) = @(x(1),u(r):A,b) +e(r) (1

where the function @(.) : R" — R* with ¢ = (¢1,...,¢,)"
is either non-linear or linear depending on the problem for-
mulation. The Gaussian noise e(t) ~ .4 (0,1,x,07) in a mi-
croarray setting captures measurement and biological noise.
The linearity assumption is used in the simulations. Con-
sider a system with n genes and ¢y sampling time points;
where x = (xp,... 7)C,,)T and x; = (X, .- - ,x,-,f)T is the mRNA
transcription vector. The jth entry x;; is the concentra-
tion of the ith mRNA at time #;; t = (fg,...,¢7)" is the
number of time points. The interaction coefficient matrix
A = [ajj]nxn € R"™" is considered to be sparse (especially
off-diagonal elements) and Hurwitz. b = (b, ...,b,)T € R"
is an external perturbation to the system. This b can be
viewed as a stimulus-gene interaction which can either be
enhancing or inhibitory in a true biological sense; We use
an input u(z) depended on time in the simulation. Like in
Chang et al., (2005) [1] the cubic splines data interpola-
tion technique is used to whiten the simulated noisy data.
A smoothing level of p ~ 0.9995 was used, this ensures that
not all the noise effects in the data is whitened or evened out.
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3 Results

Network identification aims to minimize the residuals from
a fitted model in the Lj-norm to ensure that the best linear
unbiased estimates (b.l.u.e) of the ¢;’s are obtained.

S (i |bi) = rr(lﬁi_nHyi(t) — (@ix+bu(r))|],

(]

2

The objective is to minimize the loss function ¢ where
dix = Y/, digxg; without loss of generality o = qS,!S repre-
sents the least squares parameter estimates. On fitting the
model every transcript is considered one at a time. The fig.1
is an example to illustrate the reconstructed network.

9 4
SORPO @
bl — _ / b1 '

s 0 & @

(i)

Figure 1: (i) Left is ancestral network ¢ and (ii) Right is reconstructed
network ¢*. The dotted edges (...) are correctly identified
while those in bold (red) color are not accurately identified.

4 Conclusions

It is evident from the results that the parameters are esti-
mated with a relatively high level accuracy but still we ob-
serve that with linear parameter estimation only a fraction
of the edges in the ancestral network ¢ compared to that
in the reconstructed network ¢*. The bias of the estimated
parameters was negligible (an indication of good model fit).
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1 Introduction

This work presents an adaptive algorithm for learning a pos-
itive semidefinite (PSD) matrix of fixed-rank based on ob-
served constraints between data points. The mathematical
developments rely on the theory of stochastic gradient de-
scent [1] adapted to cope with the nonlinear search space
defined by fixed-rank PSD matrices.

2 Gradient based learning

In the general framework of stochastic learning [1], gradient
based algorithms search the parameter matrix X that mini-
mize the expected risk

LX) = E,{10:X)} = [ 10X) aP()

where [(y,X) is a properly chosen loss function. The latter
quantifies the error made when trying to estimate observa-
tion y with a given model parametrized by X.

6]

Online gradient algorithms minimize this cost function by
performing one gradient step in a direction that decrease the
loss for each new observation,

X1 =X — % Vxl(yi, X). )

When the parameter search space is the set of PSD matrices
instead of a vector space, this update formula does not guar-
antee that X remain in the search space. A natural frame-
work to design algorithms that exploit the intrinsic geome-
try of the search space is the manifold based optimization
framework presented in [2].

3 The geometry of fixed-rank PSD matrices

There exists several parameterizations of fixed-rank PSD
matrices.

For example, every PSD matrix X can be factored as X =
GGT where G € R™*" and r is equal to the rank of the matrix.
This decomposition is defined up to an orthogonal transfor-
mation right multiplying G.

As suggested in [3], it is also possible to further factorize
G into G = UW where U is a n X r matrix with orthogo-
nal columns fixing the range space of X and where W is a
symmetric positive definite matrix on the small dimension r.

142

These two parameterizations and their inherent symmetries
can be exploited to derive the proper generalization of the
update (2).

4 Kernel and metric learning

Two machine learning applications requiring the construc-
tion of a PSD matrix are presented as benchmark simula-
tions for the new algorithm. The kernel learning problem
[4, 5] consists in learning the kernel Gram matrix from pair-
wise constraints between data points. The learning of a Ma-
halanobis distance from data measurements is another re-
lated problem that will be discussed.
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1 Introduction

A detailed metabolic network a&8HO — 320 is built based

on available information gathered from the literature [1, 2

2.3 Hypothetical Additional M easurements

It is of interest to consider the situation where the measure
ments of all 20 amino acids are available (as well as stan-
dard measurements of glucose, lactate and ammonia) and

3]. The fundamental assumption of quasi-steady state is ap- to evaluate the benefits of additional measurements such as

plied to exponentially growing CHO cell cultures, and to-
gether with the measurements of the time evolution of a

number of extracellular metabolites, the classical mathod

ogy of Metabolic Flux Analysis can be applied to a well con-
strained metabolic network [7]. However, the available mea
surement information is usually not sufficient and the syste
of equations is underdetermined. Nevertheless, thisipesit

urea uptake rate, CER, antibody production rédH— ),
choline and ethanolamine uptake rates. The more infor-
mative measurements appear to be CER, urea and choline
uptake rates, which allow the flux intervals to be signifi-
cantly reduced. Interestingly, the resulting flux ranges ca
be quite narrow, thus providing a very useful insight in the
cell metabolism, even in the situation where some extracel-

set of solutions can be studied and admissible ranges for the lular component measurements are missing and the under-

flux distribution can be defined [5] using tools of positive
linear algebra, especially the algorithm METATOOL [4, 6].

2 Flux Interval Analysis

2.1 Network Structure

Based on a set of available measurements of extracellu-
lar components, alternative network configurations, corre
sponding to different net directions of several reversible
pathways, are systematically investigated. Among the 16
candidate configurations, only 2 appear feasible, as they co

lying system of mass balance equations is underdetermined.
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1 Sparse principal component analysis

Principal component analysis (PCA) is a well established
tool for making sense of high dimensional data by reducing
it to a smaller dimension. If A € R?*" is a matrix encoding
p samples of n variables, with n being large, PCA aims at
finding a few linear combinations of these variables, called
principal components, to explain as much of the variance in
the data as possible. Principal components are, in general,
combinations of all the input variables. In most applica-
tions, however, the original variables have concrete physical
meaning and PCA then appears especially interpretable if
the extracted components are composed only from a small
number of the original variables. The objective of sparse
principal component analysis (sparse PCA) is to find a rea-
sonable trade-off between the conflicting goals of statistical
fidelity (maximizing the variance) and interpretability (spar-
sity of the components).

Jolliffe et al. [1] were the first to address this issue in
depth. Some further methods have been thereafter proposed
[3, 2, 4, 5]. The first principal component is computed by
the solution of

max ZTATAz,

zesn-1
which maximizes the Rayleigh quotient of the sample co-
variance matrix A7 A and where §" ! = {x ¢ R"|xTx = 1} is
the unit Euclidean sphere. Penalizing the ¢;-norm is well-
known to enforce sparsity. Hence, the solution of

¢(y) = max 2" ATAz— e,
xesn—1

(D
where 7 is a positive weight factor performs sparse PCA.

2 Reformulation of the problem

While the formulation (1) involves maximization of a non-
convex function on a space of dimension involving n, the
problem can be cast into the form

n

¢*(y) =

max

T | a2
max, Yllaf o~

which maximizes a convex function on the unit Euclidean
sphere in R? and where g; is the ith column of A. Due to the
convexity of the new cost function we are able to propose
and analyze the iteration-complexity of a simple gradient-
type scheme, which appears to be well suited for problems
of this form.
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3 Generalized power method

To solve optimization problems of the form

max f(x)

xe2
where 2 is a compact subset of a finite-dimensional vector
space and f is convex, we consider the iteration

xy € Argmax{f(x) + (f'(x),y—x) |y € 2}
where x and x; is the current and the new iterates, respec-
tively. Convergence to a stationary point is guaranteed [6].

In the special case 2 = §"~! and f(x) = x” Cx for some 1 x n
symmetric positive definite matrix C, this iteration special-
izes to the power method, which aims at maximizing the

Rayleigh quotient xTTC" and thus at computing the largest
. XTX . .

eigenvalue and the corresponding eigenvector of C. By ap-

plying this gradient scheme to the sparse PCA reformulation

(1), we obtain an algorithm with per-iteration computational

cost O(np).
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1 Introduction

This work introduces an initialization method for optimiza

tion tasks arisen from parameter estimation problems (PEP)
with embedded parameter-affine dynamic models. Using a
least squares norm, the PEP can be generally formulated as

N—1 nx
in= R (R )2
gll(h)Zi; JZl(XJ(tI) Xj(t))%, 1)
s.t. X(t) = ox(@)+rxt)p, telo,T], (2
Xt) € X, tel0,T], peP, 3)

whereX;(tj) represents thg-esim process state measure-
ment at the time instaritand p andx(t) are model parame-
ters and states respectivelandP are state and parameter
constraints. In this work the set defined¥y PP is assumed
convex.

2 Convex modification

Since the presented PEP is a nonconvex optimization prob-
lem, initialization is not a simple task and clearly influenc
the convergence to a solution. In order to provide an au-
tomatic initialization method for PEP involving parameter

2Department of Electrical Engineering
ESAT/SCD-Katholieke Universiteit Leuven
Kasteelpark Arenberg 10, bus 2446,
Leuven-Belgium
Email: norit z. di ehl @sat . kul euven. be

Parameters
e
S<ma

050 N

06f __.--77"

0sp----
04f

Parameters

B

03—
s

Iteration
Figure 1: PEP in the Lotka-Volterra model. The optimization is

performed using an arbitrary initialization (top) and the
proposed convex approach (bottom).

illustrates the results for a SGN using arbitrary initiatinn
and the proposed approach for a particular problem from the
biological field.
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statesx{ti) as the real model state trajectotft;) [2]. The
PEP (1)-(3) is reformulated as:

N—1 nx _
min 5 i; JZl(xj (t) —Xj(t))>, (4)
st X(t) = &Xt)+r(xt)p, te[o,T],  (5)
ft) € X, pelP. (6)

The termx{t;) — X(ti) corresponds to the integral of the mod-
elling errors when the states are forced to lie in the mea-
surement trajectory, i.ex(ti) = X(tj). Due to this modifica-
tion, the PEP (4)-(6) becomes convex. The solution of (4)-
(6) is subsequently used to initialize a simultaneous Gauss
Newton (SGN) procedure [1] on the original PEP. Figure 1
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1 Introduction

In the last decades, a lot of effort has been put into devel-
oping efficient input shaping prefilters, see e.g. [1]. These
prefilters are computed off-line and transform the reference
signal such that no residual vibrations occur at the end of a
motion. Input or actuator saturation is avoided by consider-
ing during the design worst case reference inputs, which is
often a step reference with maximum amplitude [2]. Hence,
these input filters yield conservative results with respect to
the available input range and response speed if the reference
input is more smooth or has a smaller amplitude. Therefor,
this presentation presents a new approach to design input
shaping prefilters on-line. This design is partly based on
the model predictive control framework [3], hence its name:
predictive prefilter. The new prefilter is both numerically
and experimentally validated.

2 Predictive prefilters

Like all prefilters, the predictive prefilter transforms the ref-
erence setpoint yrr;, i.e. the reference setpoint available at
time step /, to a system input. This input has to fulfill the fol-
lowing three requirements; the system must drive the system
output to the desired setpoint as fast as possible, the pre-
filter must prevent residual vibrations at the system output
as much as possible, and constraints on inputs, outputs, and
possibly system state variables have to be respected.

The predictive prefilter satisfies these requirements by the
on-line solution of an optimization problem which results in
a nonlinear mapping between the reference and the inputs of
the system. The considered problem P(X;, yret;) at time step
[ which minimizes the time K is:

min K
xuyK
subject to: xg = X,

X1 = f (X, uge),

(starting point at time /)

(system dynamics (a))

Vi = h(xp, uy), (system dynamics (b))

0 < gk, ug), (constraints on output, ...)
fork=0...K

xx = f(xk,ux), (end point constraint (a))

YK = Yref,l (end point constraint (b))
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Figure 1: Experimental validation of the predictive prefilter de-
sign: desired motion (full line), and system response
with a classical input shaping prefilter (dashed line) and
with the predictive prefilter (dotted line).

3 Solution Strategies

Problem P(%;,yrer;) has to be solved on-line in the avail-
able sampling-time. This technique is developed for mecha-
tronic systems, hence the sampling times are in the millisec-
ond range. Therefore, two solution techniques are developed
which exploit the problem structure; the first implements an
efficient search for the optimal time K*, the second reformu-
lates the problem more efficiently.

4 Results

The developed prefilter is implemented for a fifth-order sys-
tem with a sampling time of 0.01s. Both the new prefilter
and a classical linear prefilter are implemented. Tests show
that gains of 30% in settling time are attainable.
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1 Introduction

In [1], we presented a constraint-based program-
ming approach, iTaSC!, that formulates instantaneous
sensor-based robot tasks as constraint sets, and sub-
sequently solves a corresponding least-squares problem
to obtain control set points. This presentation further
extends this approach, (i) by explicitly supporting the
inclusion of inequality constraints in the task definiti-
on, and (i) by supporting a broader class of objecti-
ve functions used when translating the task constraints
into robot motion. These extensions are made while re-
taining a tractable mathematical problem structure (a
convex program [2]). As will be illustrated by several
examples, the power of the approach lies (i) at its ver-
satility to specify a wide range of robot behaviors and
the ease of making task adjustments, and (i7) at its ge-
neric nature, that permits using systematic procedures
to derive the underlying control equations.

2 Method

In the presented method, the control input w is obtai-
ned by solving a linearized and discrete-time version of
optimization problem:

minimize 7(w@,v1,V2)

subject to
G(8) = s@aw 0w
y = flaxz) (1b)
0 = l(qg,xz) (1c)
Yy = Yitp
y® < Yimaz T V1
Yy > yimin + v,

with g the joint coordinates, x¢ auxiliary coordinates
that facilitate the task specification, y the system out-
put that includes all variables of control interest, (1a)
the robot system’s equation, (1b) the output equation,
(1c¢) the kinematic loop closure equation, r a residual
penalty function, y, the reference value of the system

linstantaneous Task Specification using Constraints
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output, y the i-th time derivative of y, Yi,min and
Yi maz lower and upper limits of y), and p, v; and
v, residuals on the equality and inequality constraints
respectively.

3 Example

The figure below depicts a laser tracing example; a la-
ser is mounted on the end effector of a KUKA LBR 4
manipulator. The task goal is to trace a trajectory with
the laser on a plane. Inequality constraints are added
to constrain the laser distance d; between 0.425 m and
0.6 m and the laser distance acceleration between —2 =
and 2 73.

- - - without inequality constraints
v | = with inequality constraints
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1 Introduction

Metrological Atomic Force Microscopes (AFMs) are used
to calibrate transfer standards for commercial AFMs. In
contrast to commercial AFMs, the accuracy of the mea-
surements is much more important than the scanning speed.
However, it is desirable to increase the speed with respect to
the current design [1].

In this research, repetitive control (RC) has been applied to
the scanning x and imaging z-direction. Furthermore, di-
rectional repetitive control (DRC) is proposed, which is a
variant of repetitive control.

photo-
detector

lager

N

sample topography
ZT C = —
y eZ TZ
x

Figure 1: The AFM and the feedback control (schematic).

2 Repetitive control

A raster movement in x and y direction is used to scan the
calibration samples, which have a structure that changes
very little from line to line, i.e. line or checkerboard struc-
tures. Therefore, the tracking errors are largely repetitive
and repetitive control techniques can be used to suppress
these errors.
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The error convergence of the imaging z-direction with a
repetitive controller is shown in Fig. 2. In general, the sam-
ple structure is not aligned with the measurement system,
i.e. the sample is rotated around the z-axis. This causes the
error to become partly non-repetitive, hence the error after
convergence becomes a factor 3.5 larger, see Fig. 2.

3 Directional repetitive control

To overcome this problem, we use DRC. The sample rota-
tion is estimated using a prescan. Then, both the controller
and the reference trajectory are rotated, such that the con-
troller and reference trajectory are aligned with the sample
structure. In Fig. 2, it can be observed that the same error
after convergence is achieved as without rotation.

2 —— RC

10 “ RC (rotation) ]
\ - & - DRC

107}

max(abs(e)) (nm)

o 2 4 6 8
Line (n)

Figure 2: Error convergence of the imaging z-direction

Future research includes the MIMO control and experimen-
tal validation of the presented control strategies.

References

[1] R. Merry, M. Uyanik, R. Koops, R. van de Molen-
graft, M. van Veghel, and M. Steinbuch, “Modeling, iden-
tification and control of a metrological atomic force micro-
scope with a 3DOF stage,” in American Control Conference,
2008, 2008, pp. 2716-2721.



28th Benelux Meeting on Systems and Control

Book of Abstracts

Iterative Learning Control by Linear Repetitive Processes Theory

Wojciech Paszke
Department of Mechanical Engineering
Eindhoven University of Technology
P.O. Box 513, 5600 MB Eindhoven
The Netherlands
Email: W.Paszke@tue.nl

Abstract

Iterative learning control (ILC) is relatively well-known
technique for controlling systems operating in a repetitive
(or pass-to-pass) mode with the requirement that a given
reference trajectory y,.s(f) defined over a finite interval
0 <t < a (where @ < 00 and o = const) is followed to a
high precision. Examples of such systems include robotic
manipulators that are required to repeat a given task, chem-
ical batch processes or, more generally, the class of tracking
systems [1].

In ILC, a major objective is to achieve convergence of the
trial-to-trial error and often this has been treated as the only
one that needs to be considered. In fact, it is possible that
enforcing fast convergence could lead to unsatisfactory per-
formance along the trial. One way of preventing this is to
exploit the fact that ILC schemes can be modeled as linear
repetitive processes and design the scheme to ensure stabil-
ity along the pass (or trial). Also, since the time and trial
directions in ILC are decoupled, ILC is often applied by
separately designing a feedback and a learning controller.
The feedback controller stabilizes the system in the time do-
main and suppresses unknown disturbances. The feedfor-
ward (learning) controller is designed to guarantee conver-
gence in the trial-to-trial domain. However, currently such
an integration, of the feedforward control to the feedback
control, is performed separately, and may not lead to an
optimal complementation of the feedback control with the
feedforward control. One of the option to obtain such an
optimal complementation is to exploited the inherent two-
dimensional/repetitive system structure of ILC in a method
that yields in a one step synthesis both a stabilizing feedback
controller in the time domain and an ILC controller which
guarantees convergence in the trial domain.

The contribution of this work is the development of ap-
proach to design ILC schemes with use of linear repetitive
processes theory. To date most of existing works, (see, for
example [4, 5]) assume that all state variables are available
for measurement. In practical applications, it is not always
the case. Furthermore, there is no link between these re-
sults and practical requirements for ILC schemes which are
usually described by multiple frequency domain inequali-
ties (FDIs) in (semi)finite frequency ranges. To overcome
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these problems, this paper proposes to apply full order con-
trollers (feedback and feedforward) and make extensive use
of the Kalman-Yakubovich-Popov (KYP) lemma that allows
us to establish the equivalence between FDIs for a transfer-
function and an LMI defined in terms of its state space real-
ization [2]. Unfortunately, it is not easy task to convert join
feedback and feedforward controller design with FDI spec-
ification on transfer function of ILC scheme. Therefore the
paper aims at filling this gap.

The approach to be presented is based on result [3] which
states that KYP synthesis theory can be developed for di-
rect treatment of multiple FDI specifications on closed-loop
transfer functions in various frequency ranges. The prob-
lem of determining required feedback and feedforward con-
trollers is reduced to that of checking the existence of a solu-
tion to a set of linear matrix inequalities (LMIs). Testing the
resulting conditions only requires computations with a ma-
trices and is consequently computationally attractive when
compared alternatives. Finally, the theoretical findings will
be validated by numerical examples.
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1 Introduction

This presentation introduces a new method to solve the
model inversion problem that is part of model based itera-
tive learning control (ILC) for nonlinear systems. The model
inversion problem consists of finding the input signal corre-
sponding to a given output (reference) signal. This problem
is formulated as a nonlinear dynamic optimization problem
in time domain and solved efficiently using a constrained
Gauss-Newton algorithm. A nonlinear iterative learning
controller based on this model inversion approach is vali-
dated numerically and experimentally. The considered ap-
plication is an electronic circuit described by a polynomial
nonlinear state-space model. The nonlinear ILC algorithm
is more accurate and converges faster than an existing linear
ILC approach.

2 Iterative learning control and nonlinear model
inversion

A nonlinear ILC algorithm is proposed in [1], and is written
as follows:

N =ull QU [P ()~ POM] )

with yll = P(ull) 4 n, the measured output at iteration i, with
ny the measurement noise, y, the reference signal, and Q[i]
the iteration gain. The crucial part of the algorithm is the
calculation of the inverse signals P~!(y,) and P! (yl).
If P is a discrete time state space model, with model equa-
tions xx41 = f(xx,ux) and yp = h(xy,ux), the calculation of
these inverse signals can be done by solving the following
nonlinear least squares problem:

min 2 (s )~ vyl Ca)

S.t.
FOg,up) —xp1 =0 fork=0,1,....N—1 (2b)
SOy, uy) —x1 =0 (20)

where the first constraint equation (2b) represents the system
dynamics, and the second constraint equation (2c) is present
to enforce the calculated input signal to be periodic.
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3 Experimental validation

The presented nonlinear ILC algorithm is experimen-
tally validated on an electrical circuit with a Wiener-
Hammerstein structure, which is equivalent to a mass-
spring-damper system with a nonlinear spring. Figure 1
shows the frequency spectra of the reference trajectory, the
measurement noise, the initial tracking error and the track-
ing error after 10 iterations. It is clear from this figure that
the tracking error is succesfully reduced to the level of the
measurement noise, by the nonlinear ILC algorithm. In the
time domain, also shown in figure 1, it is clear that a very
accurate tracking control can be reached after convergence
of the ILC algorithm.
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Figure 1: Results for the experimental validation of the nonlinear
ILC approach in frequency and time domain
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1 Introduction

Many mechatronic systems are controlled with predefined
input trajectories, either in open loop or using feedback.
This research considers the optimization of these trajec-
tories, for mechatronic applications whose dynamics are
difficult to model, and vary in a significant and unpredictable
manner over time. For these applications, solving the
trajectories with an optimal control problem requires a
considerable modelling effort. In many practical applica-
tions this is avoided by parameterizing the trajectories, and
estimating the optimal parameter values during an experi-
mental calibration. Repeating the calibration at regular time
intervals can compensate for system variation, but requires
the machine to be taken out of production. In this research a
new methodology is developed to iteratively optimize these
parameterized trajectories during normal operation, hence
avoiding calibrations and limiting required modelling effort.

2 Iterative optimization

Iterative methods use information from previous iterations
to gradually learn the optimal trajectory, compensating for
system uncertainty and variation. We will apply such iter-
ative methods to optimize parameterized trajectories with
only few parameters, which are widely used in industrial
applications. Three iterative optimization approaches, fol-
lowing the scheme of figure 1, will be developed: (i) a
model-based approach, (ii) a model-free approach and (iii)
a combination of the previous two.

In the model-based approach (i) a simple, approximate
system model is updated each iteration with the latest
measurements. The optimal trajectory for this model is
then calculated, and used for the next iteration. Since the
model improves iteration by iteration and adapts to system
variation, the trajectory does aswell. It will be investigated
to what extent the iterative procedure can compensate for
the lack of an accurate system model. In contrast, no system
model at all is required for the model-free, data driven
approach (ii). Only experimentally obtained system re-
sponses to previous trajectories are used to directly optimize
the trajectory parameters. As this happens during normal
operation, convergence should be sufficiently fast to avoid
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Figure 1: Iterative optimization control scheme.

long periods with poor performance. Since the number of
iterations before convergence increases with the number of
parameters, trajectories with a small number of parameters
are especially interesting. The third approach (iii) finally
attempts to combine the two previous approaches to increase
the efficiency and overall performance.

3 Selected test case and future research

In the presentation we will give the general outline of the
research, and report some preliminary results on the test case
of a wet-plate clutch. In this test case, the goal is to optimize

Figure 2: Test setup of a transmission with wet-plate clutches.

the trajectory to the pressure valve, so the clutch engages in a
smooth but fast manner. The behaviour of the clutch is non-
linear and depends strongly on degradation of the friction
plates and oil temperature inside the clutch. Additionally, a
change in behaviour occurs when torque transfer starts.
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Background

Increasing throughput requirements in semiconductor man-
ufacturing demand for higher accelerations in wafer stage
motion. In virtue of Newton’s law, higher accelerations
can be achieved if stages are lightweight. Increasing per-
formance requirements and lightweight stage design result
in flexible dynamics in the controller crossover region [2].
The goal of the present research is to enable high perfor-
mance motion control for next-generation flexible stages in
the presence of flexible dynamics.

Control challenges

Flexible dynamics are typically not aligned with the mo-
tion degrees-of-freedom, resulting in an inherently multi-
variable plant. To enable the design of high performance
controllers for such systems, model-based controller design
is essential [1]. To connect experimental modeling and
controller design of flexible mechanical systems, increased
model complexity and accuracy is required compared to the
present state-of-the-art. In addition, a classification of flex-
ible dynamics that limit control performance and that do
not affect control performance is required. These control-
relevant flexible dynamics should explicitly be modeled and
compensated to enable high performance motion.

Experimental results

A procedure consisting of experimental modeling, model
validation, and robust control design has been developed
and applied to a next-generation wafer stage. Firstly, a
new basis for the choice of control relevant coprime factors
P = ND7! has been developed, extending [3], see [4] and
Fig. 1 for experimental results on a next-generation wafer
stage. Clearly, the rigid-body behavior and the first reso-
nance phenomena are control-relevant. Secondly, to confirm
the extended model of the flexible behavior, model valida-
tion has been enhanced [5] to deal with both disturbances
and model uncertainty in a control-relevant setting. The
set of not invalidated candidate plant models is depicted in
Fig. 2. Clearly, the control-relevant dynamics are modeled
accurately. Finally, the optimal robust controller is depicted
in Fig. 2, revealing that the worst-case performance is sig-
nificantly improved and relevant resonance phenomena are
explicitly compensated.

152

Marc van de Wal
Philips Applied Technologies
m.m.Jj.van.de.wal@philips.com

50 5
o OpT -
=) o]
= S o
z =)
— -50
—— Frequency response —— Frequency response
= = = Parametric model = = = Parametric model
-100 -5
10! 10° 10° 10! 10° 10°
f [Hz] f [Hz]

Figure 1: Control-relevant coprime factor identification.
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Figure 2: Left: not invalidated models, right: optimal controller.

Conclusions

A novel procedure has been presented that connects exper-
imental modeling and robust control. Experimental results
confirm improved accuracy of the extended model. In ad-
dition, the procedure enables a classification of resonance
phenomena that are important to model and compensate and
dynamics that are irrelevant.
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1 Introduction

General anesthesia plays an important role in surgery and
intensive care unit (ICU) and requires critical assessment
of induced quantities of drugs into the patient. There are
three major interactive parts in anesthesia: sedation, anal-
gesia and neuromuscular blockade. Nowadays, drug dosing
control during anesthesia is changing from manual control
to automated control. Some of the advantages of automated
drug dosing control are: patient safety, a significant decrease
in overall costs and improved healthcare [4]. This topic
captured the attention of engineers and clinicians already
decades ago, starting with expert systems that offer advice
to the anesthesiologist upon optimal drug infusion rate dur-
ing clinical trials. Control of anesthesia poses a manifold
of challenges: multivariable characteristics, variable time
delays, dynamics dependent on anesthetics substances and
stability issues.

This presentation shows preliminary results for identifica-
tion of a MISO (multiple-input single-output) patient model
for sedation and analgesia components used in ICU. The fi-
nal purpose is to use this model for prediction in a model-
based predictive control strategy.

2 Materials and Methods

For many control techniques, compartmental models are
used to represent the drug distribution in the body for pa-
tients undergoing anesthesia. SISO patient models for con-
trol already exist in the literature for Propofol [1], as well
as for neuromuscular blockade agents [3], while the anal-
gesic effects remain one of the most difficult problems to
identify. Analgesia is a very challenging aspect of general
anesthesia and requires special attention, since its effects are
dependent on the drug used in the patient. Some previous
reports from literature consider Remifentanil as a suitable
input for inducing analgesia into the patient. Propofol and
Remifentanil are used as inputs for the model, while the ef-
fects from the neuromuscular blockade will be regarded as
disturbances. The Propofol and Remifentanil dynamics with
respect to the Bispectral Index (a measure for brain activity)
are taken from real-life clinical tests in patients during ICU
at Ghent University Hospital. For model development and
validation, data from 15 patients in closed loop (i.e. SISO
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model based predictive control) and 9 patients in open loop
(i.e. manual drug administration by the ICU nurse) are used.

The linear part of the model for Remifentanil dynamics has
the same structure as that of Propofol [4]: three compart-
ments for pharmacokinetics and one effect-site compartment
for pharmacodynamics. A non-linear relation between the
Bispectral index and the effect of the two drugs is used
[2]. Several signals are selected as useful for identification
task, from real tests during ICU: Remifentanil drug dose,
electromiography, signal quality index, Remifentanil effect
site concentration. Based on the information extracted from
these signals and the existing models from literature, the
MISO model parameters were adjusted to capture the pa-
tient’s response to the administered drugs.

3 Conclusions

The results of our model prove to be well correlated with
the data from the patients, providing reliable prediction for
Bispectral index evolution as a result of manipulated vari-
ables Propofol and Remifentanil. The next step is to apply
the MISO model in clinical trials.
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1 Introduction

It has been known that incorporating optical lenses and op-
tical fibres into integrated circuits based on the standard
Micro Systems Technology (MST) processes (e.g., various
etching, molding and other semiconductor fabrication tech-
nologies) are difficult, see for example, [1, 2]. In order to
perform the task, micro-assembly technology has been de-
veloped for putting the optical components into the right
place [1]. Micro-assembly is also used to build a complex
three-dimensional structure which can be difficult to pro-
duce by MST processes [3]. Thus, for advancing the minia-
turization technology, it is important to have the ability to
assemble different components with nano or micro meter
size and various MST devices for building multifunctional
micro machines [1, 2, 3,4, 5, 6, 7].

In the current state-of-art technology of automatic micro-
assembly, micro-mechanical arms are widely used to han-
dle the object [1, 2, 3, 4, 5, 6, 7]. However, the dynamics
of micro-mechanical arms in close contact with a surface
are significantly affected by the surface forces and inter-
molecullar forces, which include van der Waals and capil-
lary forces. The paper [8] presents an overview of the sig-
nificance of van der Waals and capillary forces when the ma-
nipulated objects have dimensions less than one millimeter.
Due to these surface forces, the micro/nano components can
stick to the surface and become difficult to handle. The mag-
nitude of these forces is nonlinear with respect to the dis-
tance between the micro object and the surface [9, 10, 11].

This paper describes a one-dimensional dynamical model of
a micro object moving above a surface. The object is as-
sumed to be a solid sphere and the model uses the Lennard-
Jones potential for approximating the surface forces [10]. It
is assumed that the sphere can be controlled directly by ex-
ternal force, for example, electromagnetic force.

Based on the model, an adaptive nonlinear control strategy
for tracking reference trajectories is designed and simulated.
The control design is based on recent article by Jayaward-
hana and Weiss [12].
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1 Introduction

This work is a part of a long term research program whose
final objective is the development of control methods for

In the recent decades, there has been an enormous interesiyjcro—CHP units. We present the preliminary results on the

in the application of heat engines for conversion of differ-
ent forms of heat source into electrical energy [1]. One of
the most promising applications is the micro—combined heat
and power (CHP) generation, or in other words, the simul-
taneous production of heat and power at a small-scale [2].
A micro—CHP consist of a gas engine which drives an elec-
trical generator. The main purpose of a micro—-CHP system
is to replace the conventional boiler in a central heatirgy sy
tem.

Among the technologies that have been proposed for micro—
CHP applications we can mention fuel cells, internal com-
bustion engines and Stirling engines [2, 3].

In this work, we focus on a Whispergen micro—CHP unit
with Stirling engine technology, available at the Laborato

of Technology Management at the University of Groningen.
This micro—CHP unit, developed by WhisperTech Limited
[4], was originally designed as a battery charger for ma-
rine applications [5]. In contrast with most Stirling engin
based on free—piston mechanisms, the Whispergen micro—
CHP unit comprises a “wobble—yoke Stirling engine mecha-
nism”, that is, a four—cylinder double—acting Stirling érey
configuration whose design is based on the classical spheri-
cal four—bar linkage [6].

Since the invention of the first Stirling engine by Robert
Stirling in 1816, Stirling engines have been heavily stddie
with an increasing interest during the last decades. Never-
theless, most of the studies rely on thermodynamics methods
and intuitive design techniques. There exist few literatun

the application of dynamics and control methods to investi-
gate their stability and dynamic properties, see for instan
[7, 8, 9] and the recent work [10].

155

wobble—yoke Stirling engine.
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1 Introduction

The current state-of-the-art for the calibration of wave spectra
containing spectral lines that lie on a harmonic grid (fo, 2fo...)
relies on the well-established step recovery diode method [1].
The challenge in narrow band modulated measurements
resides in the calibration of the instrument’s phase distortion
for such signals. A crystal detector (HP 420C, [2]) can be
used as a reference element in this context, because it
translates the envelope of the RF-signal to IF frequencies and
induces a limited and known linear distortion of the envelope.
In the case of a realistic crystal detector, the crystal detector
itself will introduce phase distortion, hence the identification
of a model for a realistic crystal detector was undertaken. In
this work a validated parametric black-box model for a
crystal detector is constructed. A black-box model is
estimated from baseband data and needs to be validated for
use with high frequency signals. Therefore the baseband
model needs to be extrapolated to RF frequencies.

2 The crystal detector model extraction

The crystal detector was identified as a baseband block
oriented nonlinear feedback model that will be used to predict
the device output when excited with a modulated RF-signal.
The model contains a low-pass filter in the forward path and
a high-pass filter followed by the nonlinearity in the feedback
loop of the block oriented structure, as shown in fig. 1 [3,4].

LP Filter

G
r+ R a , ) 1
So— T, 6L
Monlinearity HP Filter
CT—LM G,(s)=c+ds
* P

2.1)

1
YO =T rO=aO] q@) = f, (@) = fu (O +BWD) (2.2)

Fig. 1: Nonlinear feedback model of the crystal detector

3 Measurements for model validation

A baseband square law detector model is now available for
validation in the high frequency region. To this end, an RF-
signal is fed into the detector and measured at port 1 of the
large-signal network analyser (LSNA). The down converted
detector output is measured using an ADC of the LSNA.

4 Calculating the model output

The model output envelope can be computed by solving the
differential equation adhering to the model structure in figure
1. The equivalent scheme for the model structure is depicted
in figure 2.

Ry f(io) v
r @ Rzé vg C R

7 7 77

Fig. 2: Physical representation of the identified crystal detector model

The differential equation describing this scheme is
R R,R,C
R, + R, R, +R, dy _ Vo
1- Ry
R, +R,

y+ =
1- Ry 1- Ry dt
R, +R, R, +R,

with i _Y.cW oand vy =1(ip) (41
R, dt
R1, Ry, Rz and C can then be rewritten as a function of a, b, ¢
and d, available from the model extraction. The differential
equation in (4.1) is solved using a Runga-Kutta algorithm [5]
when rewritten as,

ch)/:r_y(l+1+1j_vD[l+1J (42)
d R (R R R RR

where vp is computed iteratively using the Newton-Raphson
method [5] for equation 4.3.

iy = h(Vp) = —— 1+l]—v (1+1

D (Vo) R, y[Rl R, DF\,1 R,
The mean deviation in the down converted frequency band
between the modelled and measured envelope equals 3.4dB.
The phase of the spectral components of the modelled output
coincides well with those of the measured output envelope.
The difference in phase equals 10.8° between modelled and
measured outputs.

] (4.3)

5 Conclusion

Using a nonlinear feedback model for a crystal detector the
output signal is computed. The physical representation of the
model structure is translated into its differential equation.
This approach gives good results with regard to predicting the
magnitude and phase behavior of the detector output spectra.
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Phenomenonin Fluid Dynamics are usually modeled by par-
tial differential equations which are solved by discreiiza

of the spatial domain. Such discretization leads to a high
order systems. Despite the currently available computing
power, it is difficult to use such high order models for online
control and optimization applications. This motivates the
search for lower dimensional models which could approx-
imate the original high dimensional models without much
loss of the original information. Such low dimensional (re-
duced) models should satisfy various criteria like a smalle
dimension, an accurate prediction, faster computabdity,
bility and good performance in closed loop. The problem of
finding of suitable substitute model is usually referredgo a
model reduction.

2 Glass Manufacturing

To investigate novel model reduction ideas we are working
on a Cathode Ray Tube (CRT) glass manufacturing process.
This process is highly energy intensive and involves many
complex phenomena. In this process raw material is fed into
a melter containing molten glass. A batch blanket is formed
which is heated from the top by oil/gas fired burners and by
molten glass from the bottom. This process is roughly di-
vided into four sub-processes which are melting, fining, ho-
mogenization and refining. Inhomogeneous supply of heat
to the glass induces a convective flow pattern of glass in the
tank which in-turn has effect on each of these sub processes.
The Glass flow pattern in the tank is laminar and temper-
ature varies between 1500-1800 K. Glass quality is highly
dependent on how well each of the sub processes is carried,
on the flow pattern and on the temperature distribution in
the tank. Dynamic behavior of the glass tank depends on
the heat input to the tank and heat exchange within the tank.
Control of temperature distribution in the tank is the main
control task which is very difficult due to long thermal re-
sponse time of the glass. Hence it is tried to run the tank
as stationary and stable as possible. A proper selection of
inputs that define bubbling, electrical boosting, stirrarg
used to ensure proper operating conditions.

3 Recent Developments

In this paper we propose a novel procedure for obtaining
a low order model of large scale non-linear process. Our
approach is based on the combinations of the methods of

1Department of Electrical Engineering, Eindhoven Univigrsf Tech-
nology, P.O. Box 513, 5600 MB Eindhoven, The Netherlandsnd:
s.wattamwar @ ue. nl .
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Figure 1: Glass Manufacturing Furnace

Proper Orthogonal DecompositioR@D), and non-linear
System Identification D) techniques. In the first step
POD is used to separate the spatial and temporal patterns
and in second step a model structure and it's parameters of
linear and of non-linear polynomial type are identified for
approximating the temporal patterns obtained by POD. The
proposed model structure treats POD modal coefficients as
states rather than outputs of the black-box identified model
The state space matrices which happens to be the parameters
of a black-box to be identified, comes linearly in identifica-
tion process. For the same reason, Ordinary Least Square
(OLS) method is used to identify the model parameters. The
simplicity and reliability of proposed method gives com-
putationally very efficient linear and non-linear low order
models for extremely large scale processes. The method is
of generic nature. The efficiency of proposed approach is
illustrated on a very large scale benchmark problem depict-
ing Industrial Glass Manufacturing ProceESiMP). The re-
sults show good performance of proposed method. One of
the disadvantage of proposed method is that for high order
approximation, nonlinear polynomial model becomes unsta-
ble. It is therefore future research to impose stabilityhiea t
identification process.
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1 Introduction

In practical (bio)chemical optimal control problems multi
ple and conflicting objectives are often present, giving ris
to a set of Pareto optimal solutions instead of one single
solution. The most often exploited approaches to generate
this Pareto set ard)(weighted sum approaches in which
for a grid of different weights optimal control problems
are solved with deterministic optimisation routines [3i, o
(i) stochastic genetic algorithms in which a population of

jective optimal control problems exhibited several gehera

features, e.g.j)Y nonlinear initial as well as boundary value
problems, if) path constraints on the controls and/or states,
(i) fixed and free end timej\) presence and absence of
singular arcs, \() distributed parameters.. In summary,
the combination of NBI and NNC with multiple shooting
optimal control techniques ensures an efficient and aceurat
treatment of multiple objective optimal control problenis (
with (bio)chemical processes described by (large setsrof) o
dinary differential (and algebraic) equations, anjiqubject

solutions is updated based on repeated cost computationstg a number of (in)equality constraints.

in order to evolve gradually to the Pareto set [7]. Unfor-
tunately, both approaches exhibit certain restrictionsr F
the weighted sum it is known that an equal distribution of

4 Acknowledgements
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the Pareto front, and that points in a non-convex part of the

Pareto front cannot be obtained [1]. Stochastic approaches

on the other hand) may become time consuming due to the
repeated model simulations required) are less suited to
incorporate constraints exactly, and)(are limited to rather

low dimensional search spaces. This last aspect restricts [1]

the control parameterisations to eithgrgnalytical parame-
terisations based on expressions derived from the negessar
conditions of optimality, ori{) coarse piecewise polynomial
approximations (e.g., constant or linear functions).

2 Goal

Recent techniques as Normal Boundary Intersection (NBI)
[2] and Normalised Normal Constraint (NNC) [6] have been
found to mitigate the disadvantages of the weighted sum for
scalar multiple objective problems, while still allowinkget
exploitation of fast deterministic solvers. Therefores #im

is to use NBI and NNC in a deterministic multiple shoot-
ing approach in order to efficiently solve multiple objeetiv
optimal control problems in the (bio)chemical industry.

3 Results and discussion

Several (bio)chemical applications have been succegsfull
and efficiently optimised [4, 5]:i) tubular chemical reactors
with conflicting conversion and energy costi$) fed-batch
bioreactors with a production-yield conflict, as well &g @
periodically operated reverse flow reactor. The multiple ob
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1 Introduction

The simulated moving bed (SMB) process is a chromato-
graphic separation process. This technology is important in
various industrial sectors, ranging from food to fine chemi-
cals and pharmaceuticals. A detailed description on the pro-
cess can be found on [1] and references therein.

Control of SMB plants has attracted considerable attention
and many approaches have been proposed. From simple PI
[2] controllers to more sophisticated techniques like model
predictive control (MPC) [3]. The main limitation of simple
controllers is that the operating range in which stability can
be ensured is usually small for plants with highly nonlinear
behavior. On the other hand, advanced control techniques
might require complex implementation and/or high compu-
tational expense. In this work, we propose, for alleviating
the weaknesses of each approach, to combine three different
techniques -the wave theory, MPC and the proper orthogo-
nal decomposition (POD)- for constructing the controller.

2 Outline of the Methodology

The objective of this contribution is to design a MPC strat-
egy for the control of SMB plants. A key element in MPC is
the model which, in the case of SMB, is spatially distributed.
In a first attempt, the simulation was carried out using the fi-
nite element method but a comparison in terms of the purity
showed that a large number of discretization points (> 100)
are required to obtain good results. This implies to solve
more than 3000 ODEs which makes the approach unsuit-
able for MPC. As an alternative, a reduced order model con-
structed by means of the POD method [4] was implemented.
Using this technique the number of equations is reduced in
more than one order of magnitude. On the other hand, on
a typical implementation of MPC, an optimal profile (dis-
cretized in time) is computed for each plant input on the
basis of a given optimization criteria. Only the first element
of the input profiles is introduced in the plant and the pro-
cedure is repeated in the next time interval. However, for
obtaining the desired plant response, usually, the number of
elements in each input profile (decision variables) must be
large. This fact increases the computational effort making
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Belgium
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the method prohibitive for real time purposes (even with the
POD). Instead, the wave theory [5] is used as a theoreti-
cal framework for the derivation of a PI controller following
ideas developed in [2]. The MPC scheme will only search
for the optimal parameters of the PI controller thus reducing
drastically the number of decision variables.

The methodology was tested in a simulation experiment
showing that, in the event of a perturbation, the MPC
scheme is faster than a PI controller and, in the transition
period, it maintains the states closer to the reference. Fur-
thermore, for large perturbations which lead the system out
of the stability range of the PI, the MPC scheme has a wider
leeway for compensating their effects.
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1 Introduction

Many metal structures are subject to deterioration such as
chemical corrosion, stress corrosion cracking, brittle frac-
ture, and fatigue. Therefore, it is required to maintain these
structures before they collapse or cause some damages that
are not compensable. Many maintenance models have been
developed to describe a deterioration process and to give op-
timal solutions to decrease the cost and increase the system
reliability of such systems. However, most of these models
are based on ideal assumptions such as perfect inspection
and maintenance. This study is focused on investigating the
effect of imperfect maintenance on the deterioration process
of a steel structure.

2 Methodology

We are interested in representing the deterioration process
with a mathematical process, in order to be able to describe
the corrosion characteristics and properties under the influ-
ence of imperfect maintenance. In addition, finding a the-
oretical interpretation of the behavior of the time between
maintenance actions is required to obtain a good decision
criterion for planning the repair and replacement strategies.

To fulfill these goals, in the first case, a white-box model
is designed to describe the deterioration process of a steel
surface. The model specification is mainly inspired by the
model proposed in [1], considering both the initiation and
expansion processes as stochastic processes. The obtained
results are based on the generated data before and after the
3% surface corrosion which is the maintenance threshold.
In the second case-study, since the maintenance is imper-
fect, the inter-repair times follow a superposition process
that does not have the nice properties of a renewal process
and not all of these properties are known or applicable ac-
cording to literature. To deal with this process, the results
and assumptions presented in [2] and [3] are applied.

!This work was done as a MSc thesis in the department of Applied
mathematics, Delft University of Technology

2HKV Consultants, P.O.Box 2120, 8203 AC Lelystad, The Netherlands,
Email: m. j.kallen@hkv.nl

3HKV Consultants, P.O.Box 2120, 8203 AC Lelystad, The Netherlands,
Email: r.nicolai@hkv.nl
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3 Results and Perspectives

The results of the simulation show that the corrosion sam-
ple path before and after imperfect maintenance follows a
gamma process. This is checked according to independence
assumption of the corrosion increments and the results of
the K-S test which confirmed that all the increments have
a gamma distribution. The parameter estimation shows that
the gamma process in both cases is non-stationary with hav-
ing shift in the shape parameters.

According to the approximation methods proposed in [2]
and [3], the density of the inter-repair time is best fitted to a
gamma distribution. Consequently, for a certain class of dis-
tributions, the superimposed process has exponential inter-
arrival times when the number of pooled processes are large
enough; subsequently, the inter-repair time has a gamma dis-
tribution. As a result, for a large number of repairs, the inter-
repair times distribution is stationary and converges to the
percentage of corroded cells multiplied by the mean value
of the interarrival times.

For future studying this work can be improved by consider-
ing other factors that might influence the corrosion process
since we have only considered the coating quality. Study
the corrosion in three dimension is also another option of
improvement.
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1 Introduction 3 Simulation

Chemical reaction systems are mostly operated in steady A simulation was created to inspect the heat distribution
state. However, these systems can be viewed as highly non- throughout the reactor when the catalytic layer is subgecte
linear, coupled partial differential equations. Allowingn- to a current pulse. Figure 2 shows the simulated catalytic
steady reaction conditions allows for flexibility which can  surface temperature for this design. Pulses of hundreds of
be used for optimization of the process. An earlier resultin Kelvin in tens of microseconds appear feasible using this
this project suggests there are reaction schemes for which design. The temperature gradients are orders of magnitude

it is profitable to use temperature pulsing [1]. This abstrac
introduces a design for a temperature pulsing reactor.

2 Design

The reactor design is is based on a micro-channel flow re-
actor, which is modified to have a 'floor’ of catalyst in
the channel. This catalytic layer is made from metallic
platinum, which can be subjected to a large electrical cur-
rent. Ohmic losses in the catalyst will then make it heat up
quickly. Figure 1 shows a schematic view (not to scale) of
this reactor design.

inflow outflow

contact contac

~ 10cm

Figure 1: Schematic view of reactor design (not to scale). The red
layer represents the catalyst which is heated directly.

In the design procedure the thickness of the catalytic layer
and the SiQ layer are crucial for the shape of the temper-

higher than any result known from literature.
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Figure 2: Simulated profile of the catalytic surface temperature.
The results suggest this design is capable of tempera-
ture pulses of around 500 K which exist for only around
20 us.

Even faster pulses can be created when the voltage that is
used is higher and the layers are thinner. The required com-
ponents will be significantly more expensive however.

4 Conclusion

A prototype reactor based on this design is currently being

ature pulses. There exists an interplay between the ohmic constructed. Within the next months this reactor setup will

heating, and cooling of the catalytic layer to the metal taye

be tested, and subsequently used to investigate trangient o

through conduction. For optimal pulse shape the heating and eration of heterogeneous catalytic reactions.

the cooling time constants should be roughly the same.

The current pulses are generated using an RLC resonant cir-

cuit. A capacitor is charged to a voltage of 1000 V and sub-
sequently discharged through an inductance and the resi
tance of the catalytic layer. Almost all of the energy stored
in the capacitor is released as heat in the catalytic layer.
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In power systems, graphical representations of the electric
networks are systematically used when designing and oper-
ating a network. Being able to visualize the elements of a
power system in a two-dimensional space is of paramount
importance at these two stages of power system analysis
and control. The graphical representation commonly used
by all the Transmission System Operators (TSOs) is based
on the geographic position of each equipment of the net-
work, which seems to be the most evident way to represent
a power system.

However, we can wonder whether this representation is to-
tally appropriate, or should be completed by another repre-
sentation that would help the operators to have a better per-
ception of the electrical phenomena that are likely to happen
in their network. In current practice, system operators can
only create a mental representation of the physical proper-
ties of the equipments. For example, they can associate to
each transmission line the value of its impedance, or at least
an approximation of it. Thanks to these indicators, they are
able to figure out to which equipments an incident (such as
a line overflow) is more likely to propagate. However, these
conclusions are only based on the human interpretation and
are therefore neither completely accurate nor perfectly reli-
able. This is why a dedicated tool representing the electrical
properties of the equipments of a network would provide a
helpful complement to the existing tools used by the trans-
mission system operators. Whereas in-depth studies about
the necessity to have user-friendly and adequate representa-
tions of a power system in order to operate it correctly have
already been reported in the literature (see, e.g., [1], [2] and
[3]), no alternative to the geographic coordinate system has
been investigated yet.

We propose in this work to develop a graphical representa-
tion of a power system based on the impedances between
nodes, and no longer on the geographic distance between
them. The choice of impedances to define a “new” distance
between the nodes of an electricity transportation network
is based on the assumption that the impedances provide a
good image of the electric proximity between nodes. To be
as close as possible to the electric reality of a power system,
we define here the distance between two nodes of an electric
network as being the reduced impedance between these two
nodes, which is computed by reducing the whole network to
these only nodes.
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By computing the reduced admittance between each pair
of nodes of the studied system, we obtain a matrix ex-
pressing the electrical proximities between all the nodes of
the network. In this context, our objective is to visualize
the information contained in the n-by-n electrical proxim-
ity matrix (where n is the number of nodes of the stud-
ied electric network) in a low-dimensional space. For this
purpose, we chose to use multidimensional scaling algo-
rithms. As explained in [4], multidimensional scaling is a
method that aims at representing measurements of similar-
ity between pairs of objects as distances between points of a
low-dimensional multidimensional space. This technique is
therefore appropriate to extract from the electrical proxim-
ity matrix the coordinates of the nodes in a two-dimensional
space.

We have implemented our approach to create an “electric”
graphical representation of the IEEE 118 bus test system,
vastly used in the literature as benchmark problem, and also
of the Belgian electric network. The power system engineers
to which these graphical representations were shown found
them very informative.
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1 Introduction Then the impact of this new constraint on the original objec-

] tive is presented.
Thermal power plants are usually controlled by classical

regulations (mostly PIDs), developed with a decentralised
model, splitting the system in many different SISO loops.

However, multiple providers and distributed generation ar  1he results provide the same trade-off as the one obtained
more likely to cause sudden and large changes of the load [2]. Using this LMI formulation allows to add new con-

demand. Improving the performance is thus a commercial giaints formulated as new LMI. Without constraint, thelcoa
commodity of great importance in the current market's state o,y input was too large. So a new LMl is introduced, allow-
of privatised power industry. Therefore, we consider the SO jng 15 reduce the norm of the optimal controller and thus the
lution of an optimal multivariable control. size of the input produced. This is shown to have a limited
effect on the original objective, meaning a slight impact on
the performance. To illustrate this we compare the resgonse
after a step on the load, on Fig. 2.

3 Results

The objective pursued here was already studied in a previous
work [2], using the same plant and the same 2x2 transfer
matrix. A simplified scheme of the plant is shown on Fig.
1. The trade-off between tracking error on the logd é&nd

low variations on the pressurg.j was taken as objective.

. 1r
The method allowed to determine the trade-off curve. A key [
feature was the relation between the value of the tracking 8 - ,
h | fth | S 05ff without optimal control
cost and the delay structure of the plant. < ~_with optimal control
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Figure 2: Step responses comparison.
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e TACE ? We conclude from the results that the control is signifigantl

) o ] improved, while having control inputs within their limits.
Figure 1: Simplified scheme of a coal-fired power plant.
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1 Introduction

Traditional power systems are characterized by highly repet-
itive power flows, with a relatively small amount of uncer-
tain power demand fluctuations, and with well-controllable,
large-scale power plants on the power production side. As
a consequence, a large portion of power production can be
efficiently scheduled in an open-loop manner, whereas the
classical Automatic Generation Control (AGC) scheme suf-
fices for efficient real-time power balancing. Today, how-
ever, electrical power systems are going through some ma-
jor restructuring processes. Firstly, from a regulated, one
utility controlled operation, the system is reorganized to in-
clude many parties that compete for power production and
consumption, which pushes the system towards its stability
boundaries. Secondly, there has been an increasing integra-
tion of small-scale and often renewable Distributed Genera-
tion (DG). Large unpredictable power fluctuations from re-
newable energy sources, e.g. wind power, require efficient
and fast acting controllers.

2 Model Predictive Control

Recently, it was observed that Model Predictive Control
(MPC) has a potential for solving the above mentioned prob-
lems that will appear in future electrical power networks.
MPC is able to guarantee optimality with respect to a desired
performance objective, while explicitly taking constraints
into account. Furthermore, MPC allows the usage of dis-
turbance models that can be employed to counteract the un-
certainties introduced by renewable energy sources.

Nevertheless, MPC requires solving a finite-horizon open-
loop optimal control problem within each sampling period,
given a model of the controlled system and measurements of
the current state. As power networks are large scale systems,
computationally as well as geographically, it is practically
impossible to implement a centralized MPC controller.

3 Non-centralized Model Predictive Control

The problems of centralized MPC for control of large scale
systems such as power networks is one of the reasons for
which the non-centralized formulation and implementation
of MPC receives more and more attention. Non-centralized
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Figure 1: A schematic representation of: Centralized MPC (A),
Decentralized MPC (B), Distributed MPC with com-
munication with solely neighbors (C), Distributed MPC
with communication with all subsystems (D).

MPC schemes can roughly be divided into two categories:
decentralized techniques, where there is no communication
in between different controllers, and distributed techniques,
that allow communication between different controllers to
achieve better performance.

In this talk, three non-centralized MPC techniques [1-3] are
studied and the suitability for use in power networks is crit-
ically assessed with respect to relevant characteristics: per-
formance of the closed loop system, the extent of decen-
tralization, and the computational complexity. Furthermore,
important issues such as feasibility, convergence and stabil-
ity are addressed.
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Abstract active power definition. This result has been applied in [6]
on the practical problem of the passive compensation of a
classical half-bridge controller rectifier with non-sioidal

source voltage.

Optimizing energy transfer from an alternating curren) (ac
source to a load is a classical problem in electrical enginee
ing. In practice, the efficiency of this transfer is typigall
reduced due to the phase shift between voltage and current Here we illustrate the application of this framework to the
at the fundamental frequency. The power factor, defined as passive compensation of linear loads with a non-sinusoidal
the ratio between the real or the active power (average of the source voltage. We give criteria for improvement of PF with
instantaneous power) and the apparent power (the product linear capacitors, series and parallel LC filters, which de-
of rms values of the voltage and current), then captures the termine the optimal values for the compensator parameters
energy-transmission efficiency for a given load. The stan- that depend of the spectral line of load susceptaBgesd

dard approach to improving the power factor is to place a
compensator between the source and the load.

If the load is scalar linear time-invariant (LTI) and the gen
erator is ideal —that is, with negligible impedance and fixed
sinusoidal voltage— it is well know that the optimal com-

pensator minimizes the phase shift between the source volt-
age and current waveforms— increasing the so-called source [2]

power factor (PF), [1]. The task of designing compensators
that aim at improving PF for nonlinear time-varying loads
operating in non-sinusoidal regimes is far from clear.

The effectiveness of capacitive compensation in systems
with nonsinusiodal voltages and currents has been widely
studied by [2] and [3]. Unfortunately, in [4] it has been il-
lustrated that the capacitive compensation may not be-effec
tive for non-sinusoidal voltages. Therefore, a more comple
compensator than only a capacitor is required for the reac-
tive power minimization in such situations. Furthermore,

most of the approaches used to improve PF are based on [5]

the power definitions, [3], and a lack of a unified definition
of reactive power produces misunderstanding of power phe-
nomena in circuits with nonsinusoidal voltages and cugent

Recently, in [5] a new framework for analysis and design
of (possibly nonlinear) PF compensators for electricat sys
tems operating in non-sinusoidal (but periodic) regimeh wi

nonlinear time-varying loads was presented. This frame-
work is based on the cyclodissipativity property and the im-
provement of power factor is done independent of the re-
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voltage sourc¥[n].
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1 Introduction external and internal commands, so-called events.

) The order of the main operations and their relationship is
Real-time systems stand as an assembly of hardware andgescribed as a 6-tuple grajgh= (P.T,AE,R i), where

software to perform a set of defined operations. Depending p — {1,y is a finite set of positiond, = {t;}1<i<w is a

on the system’s architecture, the communication procedure finjte set of transitionsi: (P x T)U(T x P) — N* is a mul-

is a crucial problem that the developer faces within the sys- tiset of arcsE = {g }1<i< is a list of eventsR = {r;}1<i<k
tem design. In many cases, the reliability of a process run of g g jist of priorities angt : P x E — T is a multiset of func-
main operations is assured with appropriate software con- tjons specifying the logic of event executions.

ceived to manage the system’s resources in order to avoid The |ogic of the program code is characterized by
any conflict in communication procedure. In this work we 5 rejation on the Petri net marking [3M + M’ 2
present a formal approach to conceptualize and implement p _, M (p) + M/(p)|p € P and its execution is defined as the
the software’s algorithm for distributed systems equipped
with human-machine interface.

transition of the event logic functiol Smr e 1(p,e) €

U:M SUV
2 Casestudy In order to avoid conflicts between code pages that are
currently in run, the planar graph, so-called event graph,
The conceptualising and implementation problem has been Ge = (E,Ae) has been designed based on the desired prop-
studied within a software design case for an autonomous erties of graptG, where every everg € E corresponds to
photovoltaic system. The system is destined to simulate en- the graph node. The nodes of gra@h are adjacent if the
ergy consumption by a low-energy house’s heating equip- €vents cannot be executed at the same time.
ment. Based on a formal approach, the appropriate software The solution of the event grapBe colouring problem, for-
has been developed using LabVIEW and has been integrated mulated asR: E — #(E), resulted in forming the priority
into a real-time distributed system. The system consists of hierarchy of event executions.
a personal computer as the human-machine interface, an in- The utilization of the event-driven Petri net allowed cance
dustrial automation controller Compact FieldPoint, arcele  tualising and implementing of a real-time algorithm foralat
tronic load KIKUSUI PLZ-4W and an autonomous photo-  acquisition, hardware control and user interaction.
voltaic installation including photovoltaic modules, itge
units and a charge controller. The instrumentation subsys- References
tem includes sensors for electrical variables, tempegatur

. . [1] Petru Eles Alej, Ro Corts and Zebo Peng. A petri net
and solar irradiance measurements.

Th e’ hitect has b ferred t | based model for heterogeneous embedded systenfso4n
_he systems architecture has been reterred to a compliex ceedings of NORCHIP Conference, pages 248-255, 1999.
interactive distributed class equipped with human-maghin

interface. The main operations to execute are the following [2] ~David Lee and Mihalis Yannakakis. Principles and
« operator's commands processing; methods of testing finite state machines - a surveyPrn

. ceedings of the IEEE, pages 1090-1123, 1996.
e data acquisition;

¢ real-time simulation of electric energy consumer’s be- [3.] .T' Murata. Petp nets : Properties, analysis and ap-
haviour: plications. InProceedings of the IEEE, volume 77, pages

541-580, 1989.
e control of electronic load.

The organisation of the software’s code and its communi-
cation interaction has been described using the evengriv
Petri net concept. The tool stands as an extension of the or-
dinary Petri net [1] and is referred to as a mathematical mod-
elling language for the description of discrete distriloute
systems [2]. The behaviour of the system is governed by
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The ability to detect and perceive biologically relevant ac-
tions is particularly important for social skills [1]. There-
fore, we hypothesized that the perception of biological mo-
tion could induce a different behavioral response compared
with stimuli devoid of biological relevance. To check this
hypothesis, we analyzed smooth eye movements during pur-
suit of a point-light walker, or its scrambled version.

Subjects (n = 10) were asked to pursue a point-light walker
appearing on a tangent screen. The point-light walker was
created using Cutting’s algorithm [2] and consisted of a
green hip dot and 10 red dots representing other body joints,
like hands or feet for example. Subjects were asked to pur-
sue the green dot representing the hip of the walker.

The scrambled control stimulus was obtained by shuffling
the mean vertical position of the 10 red dots to disrupt the
global form while keeping the same local motion. The green
hip dot was the only dot which kept the same horizontal
and vertical positions in both conditions. During a pursuit
trial, the point-light walker or the control stimulus appeared
and immediately started to move in a randomized heading
direction for 800 ms, before disappearing behind an invisi-
ble occluder for 800 ms. After the occlusion, the stimulus
reappeared and moved for an additional 800 ms period. The
type of stimulus (biological motion or control), its direction
of motion (leftward or rightward) and its velocity (5, 10 or
15 deg/s) were selected at random for each trial.

During smooth pursuit initiation, we found that the mo-
tor response was enhanced if the biological motion stimu-
lus was pursued compared with the control condition. In-
deed, smooth eye velocity was significantly higher during
pursuit of the point-light walker 200 ms after pursuit onset
(p < 0.05). During steady-state pursuit and during the oc-
clusion period, the smooth pursuit response was similar for
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the control and biological motion stimuli (p > 0.05). How-
ever, at the end of the occlusion period, a stronger smooth
pursuit response to the biological motion stimulus was ob-
served. The mean acceleration of smooth pursuit eye move-
ments for the period from 50 to 200 ms after stimulus reap-
pearance was significantly higher for biological motion than
for the control stimulus (p < 0.05).

We also compared the biological motion stimulus with an
upside-down walker, which is well known in the litterature
to completely disrupt the biological relevance of the stimu-
lus [3]. We obtained the same kind of results with a signifi-
cant advantage when tracking biological motion stimulus in
comparison with the inverted walker. This was true as well
as for the initiation part of the smooth pursuit and after the
reappearrance of the stimulus.

In summary, biological motion pursuit was stronger during
movement initiation but not during steady-state and occlu-
sion. Moreover, our results show that the biological rele-
vance of the moving visual stimulus can enhance gradually
the smooth pursuit response.
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1 Abstract

For humanoid robots, mimicking human behaviour is an im-
portant aspect to facilitate a natural interaction with humans.
In order for a humanoid to be human-like, it needs head and
eye movements that are similar to humans.

At the control engineering group at the University of
Twente, a humanoid head-neck system has been developed
[11,[2],[3]. The head is shown in figure 1, with the outer
shell removed. It is a seven degree of freedom mechanical
system, with two moving cameras mounted in the eye balls.
The purpose of this ‘humanoid head’ is to research interac-
tion between humanoid robots and humans in a natural way.
In this work, we present the vision algorithm that determines
the coordinates of the focus of attention target within the
field of view. These coordinates are used to control the head
and eye movements.

Figure 1: The Twente humanoid head

The algorithm is based on an algorithm developed by Itty et
al.[4]. In the original work it was used to process static and
computer generated images[5]. It has been extended to work
in a system that has moving cameras.

The algorithm rates how ‘interesting’ each pixel of the input
image is by determining the contrast between the foreground
and background on different channels, such as color and in-
tensity. Spatial frequency filtering is used to separate the
foreground and background. This is done on multiple scales.
The results are summed across the channels and across the
scales, resulting in an image that is called the saliency map.

I Signals and Systems Group, Faculty of EEMCS
University of Twente, PO Box 217, 7500 AE Enschede, The Netherlands
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This map is used to determine where the system should look.
To select this target location, it is taken into account that
regions which have been looked at for a while, should be
considered less interesting over time.

In order to use the saliency algorithm in a setup where the
camera moves, the changing camera orientation must be ac-
counted for. All data that originates from one frame and
is used in another must be transformed according to this
change.

The model of the system incorporates the pinhole projec-
tion and the lens distorsion of the camera, as well as the
change in orientation of the camera with respect to the
world. This model was used to relate data from subsequent
image frames.

The algorithm has been implemented on the humanoid head.
The behaviour of the head is quite human like; people tend
to associate its behaviour with human emotions and interact
with the head like it were a human. Tests on a stimulus con-
sisting of several salient dots show that the head succeeds in
finding and attending the salient locations.

References

[1] R. Reilink, S. Stramigioli, F van der Heijden and G.
van Oort, ”Saliency-based humanoid gaze emulation using a
moving camera setup”’, submitted IEEE Int. Conf. Robotics
and Automation 2009.

[2] L.C. Visser, R. Carloni and S. Stramigioli, ”Vision
based motion control for a humanoid head”, submitted IEEE
Int. Conf. Robotics and Automation 2009.

[3] D.M. Brouwer, J. Bennik, J. Leideman, H. M. J. R.
Soemers and S. Stramigioli, "Mechatronic design of a fast
and long range 4 degrees of freedom humanoid neck”, sub-
mitted IEEE Int. Conf. Robotics and Automation 2009.

[4] L. Itti, C. Koch and E. Niebur, ”A Model of Saliency-
Based Visual Attention for Rapid Scene Analys”, I[EEE
Transactions on Pattern Analysis and Machine Intenlli-
gence, vol 20, pp. 1254-1259, November 1998

[51 L. Itti, N. Dhavale and F. Pighin, “Realistic Avatar
Eye and Head Animation Using a Neurobiological Model
of Visual Attention”, Proc. SPIE 48th Annual International
Symposium on Optical Science and Technology, B. Bosac-
chi, D. B. Fogel, and J. C. Bezdek, Eds., vol. 5200. Belling-
ham, WA: SPIE Press, Aug 2003, pp. 6478.



28th Benelux Meeting on Systems and Control

Book of Abstracts

The visuomotor transformation of velocity signals for visually guided
arm movements

Guillaume Leclercq
CESAME and Lab. Neurophysiology, Univegsitatholique de Louvain
Avenue Georges Lemaitre 4, 1348 Louvain-la-Neuve, Belgium
Email: guillaume.leclercq@uclouvain.be

Gunnar Blohm
Centre for Neuroscience Studies, Queen’s University
Stuart Street 18, Kingston, Ontario, K7L 3N6, Canada
Email: blohm@biomed.queensu.ca

Philippe Letvre
CESAME and Lab. Neurophysiology, Univegsitatholique de Louvain
Avenue Georges Lemaitre 4, 1348 Louvain-la-Neuve, Belgium
Email: philippe.lefevre@uclouvain.be

Visually guided arm movements such as reaching or poin-
ting to an object are common actions in our everyday life.
Even if such movements seem easy to perform, they are the
result of a complex sensorimotor transformation carried out
in the brain. To achieve accurate visually-guided arm move-
ments, humans combine feedforward information with vi-
sual and/or proprioceptive feedback about the movement.
The feedforward part is especially important in the case of
fast reaching movements because of the non negligible de-
lay associated with sensory feedback. The feedforward part
consists in transforming the retinal sensory input into an ap-
propriate motor command for the arm (see [1]) before ini-
tiating the movement.

It has been shown that such a transformation accounts for
the complete 3-dimensional (3D) eye-head-shoulder geome-
try in the case of reaching movements towards static targets
[2]. Itis well known that retinal position and velocity signals
are processed by different neural pathways in the brain [3].
Therefore, velocity signals do not undergo the same visuo-
motor transformation in the brain. Here, we asked whether
the visuomotor transformation of velocity signals also ac-
counted for the 3D eye-head-shoulder linkage geometry in
the arm movements framework.

To address this question, we designed a dual quaternion mo-
del describing the complete visuomotor transformation geo-
metry for pointing, accounting for 3D eye-in-head and head-
on-shoulder rotations and translations. The model predicted
compensation for (1) head roll and resulting counter-roll eye
movements and (2) for false ocular torsion generated by a
misalignment between the retinal and spatial coordinates du-
ring oblique gaze positions.

We tested these predictions on human subjects that perfor-
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med manual tracking movements towards moving targets in
darkness under different eye and head positions. To test pre-
diction 1, subjects first had to roll their head towards one
of their shoulders. Then, they pointed to the central target,
which started moving 1s later towards either the left or right
with an angular vertical component of -10, 0 or 10 degrees.
Subjects had to track the moving target with their hand while
maintaining fixation. Testing prediction 2 was similar, but
now the head was maintained in an upright position and sub-
jects instead fixated oblique targets while the same tracking
task was carried out. We measured eye, hand and head mo-
vements and computed arm velocity during the open-loop
period (first 100ms after movement onset). This initial mo-
vement direction was then compared to the model predic-
tions.

Results showed that subjects compensated for both head roll
and ocular counter-roll. A similar regression analysis revea-
led that for all but one subject, they accounted at least par-
tially for false torsion. This suggests that for manual tracking
movements, the brain makes use of 3D eye and head po-
sitions to achieve a visuomotor velocity transformation ac-
counting for the complete eye-head-shoulder geometry.
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Abstract

The research described here focusses on visual servoing [1]
for production processes that take place on repetitive struc-
tures. The long term goal of the project is to create a setup
capable of sampling with more than 1 kHz with a total time
delay of less than 2 samples. It should track velocities up
to 1 m/s with an accuracy in the order of 1-10 um. As a
starting point a black dot on a sheet of white paper is placed
onto a two dimensional stage, where the goal is to control
the black dot within the field of view at 1 kHz.

Ingredients

The setup as depicted in Fig. 1 consists of two stacked lin-
ear motors forming an xy-table. The input to the system is
applied using an EtherCAT DAC module. A camera capable
of reaching a frame rate of 200 Hz full frame (640 x 480), is
mounted above the table. The data-acquisition is integrated
in a Linux environment running a 2.6.24 real-time preemp-
tive kernel [2]. The object of interest is a black dot on a
sheet of white paper.

Pushing the limits

For achieving the goal mentioned earlier several important
settings are discussed in this section. First of all, since a Gi-
gabit Ethernet camera is used which supports jumbo frames,
the maximum transfer unit of your network card should also
support these jumbo frames. In that case you already re-

camera 1
= 3
% -

light

xy-table

Figure 1: Visual servoing setup.

duce the network overhead. Furthermore, real-time priority
is given to the used high resolution timers available in the
preemptive kernel to decrease jitter. A region of interest
(ROI) of 13 x 13 mm or equivalently of 80 x 80 pixels is
used. By reading out less pixels a frame rate of 1 kHz is
available. The exposure time can be set as low as 100 us
due to the use of power LEDs as illumination.

Results

The center of the black dot is detected by calculating the
center of gravity and takes approximately 40 us. The 3¢
value of the measurement is 50 pum, which is still too large
for the final goal. Furthermore, the position loop is closed
only (!) on vision. The results of a frequency response func-
tion (FRF) measurement are given in Fig 2. Here the red
line represents the measurement from input to camera coor-
dinates. For comparison a FRF is measured from input to
motor encoder, depicted in blue. Clearly different dynamics
are measured in this case, caused by the place of the mea-
surement, i.e. collocated, versus non-collocated control.

Measured system
-40
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-100(
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=)
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Figure 2: Measured FRFs.
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1 Introduction

In todays manufacturing industry, high-speed milling plays
an important role. The main benefits of high-speed milling
over conventional milling are the high material removal
rates with relatively low cutting forces. The efficiency
of high-speed milling is limited by the occurrence of
regenerative chatter. Chatter is an undesired instability
phenomenon, causing excessive tool vibrations, reduced
product quality and rapid tool wear.

Several previous research efforts have targeted the
problems of chatter control and chatter avoidance, either by
modifying the spindle dynamics, e.g. [1], or by changing
the process parameters (spindle speed and depth-of-cut),
e.g. [2]. However, none of these efforts provide an a priori
guarantee for chatter-free milling operation. In this work,
robust control techniques are employed to systematically
modify the spindle dynamics such that a priori guarantee
for chatter-free cutting for a predefined range of spindle
speed and depth-of-cut is ensured.

2 Modelling the milling process

For the purpose of applying robust control using -
synthesis techniques, a finite dimensional linear time-
invariant (FDLTI) model of the milling process is needed.
Typically, the milling process is modelled by means of a set
of nonlinear delay-differential equations with time-varying
coefficients. A linear time-invariant model is obtained by
linearisation and averaging cutting forces over one revolu-
tion of the tool. This yields:

Mii(t) + Cv(t) + Kv(t) = a,H[v(t) —v(t — T)], (1)
where v(r) represents the tool displacements, a,, the depth-
of-cut and 7 the time delay which is inversely proportional
to the spindle speed n. The matrices M, C and K describe
the mass-, damping- and stiffness matrix of the spindle dy-
namics and H is a matrix containing the averaged cutting
force coefficients. Furthermore, the presence of the time de-
lay implies that the model is infinite dimensional. A finite
dimensional milling model is obtained by means of a Padé
approximation of the time delay. The order of the Padé ap-
proximation is chosen sufficiently large to give an accurate
representation of the exact time delay 7.
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3 Chatter control design using 11-synthesis

Robust control is employed using p-synthesis techniques.
Herein, two of the process parameters (spindle speed
and depth-of-cut) are treated as uncertain parameters and
are modelled as a, = d,(1 + riA) and n = 7i(l + nA),
where dp,7 are nominal values and r,r, define the size
of the interval in which the process parameters may vary.
Moreover, A is a scalar uncertain set satisfying |A| < 1.
In this way, using u-synthesis via DK-iteration we aim to
synthesize a controller which stabilises the milling process
for every spindle speed and depth-of-cut in the uncertainty
set for the depth-of-cut [0,a, 4] and the spindle speed

[(Pmins Mmax]-

To illustrate the feasibility of the proposed method,
stability lobes diagrams are calculated for a milling process
with and without active chatter control. Stability lobes
diagrams visualise the boundary between a stable cut (i.e.
without chatter) and an unstable cut (i.e. with chatter) in
terms of two process parameters: spindle speed and depth-
of-cut. From Figure 1 it can be seen that the uy-controller
has tailored the spindle dynamics such that chatter-free
cutting is ensured for an a priori defined set of operating
points (dashed box). Clearly, initially unstable operating
points are stabilised by means of the active control strategy.

[ With control
[ without control

3

N
)

N

Chatter

N

Depth—-of-cut [mm]
=
@

25 35 40

30
Spindle speed [krpm]
Figure 1: Stability limits with and without chatter control. The
dashed box indicates the operating points to be sta-
bilised.
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1 Introduction

When a piezoelectric transducer is incorporated in a me-
chanical structure, it is possible to damp the structural vi-
brations of the base structure by passive energy dissipation
in the electrical domain [1]. Due to the strong electrome-
chanical coupling in piezoelectric elements, the mechanical
energy can be efficiently converted to electrical energy. By
shunting the piezoelectric element to a passive electric cir-
cuit, a part of the induced electrical energy can be dissipated.
This principle is applied in a bearing to obtain noise and
vibration reduction in rotating machinery. A ring-shaped
module is developed with two perpendicular piezoelectric
transducers, which can be mounted around a regular exist-
ing bearing. When the piezoelectric transducers are shunted
to an appropriate electric impedance, damping will be in-
troduced in the rotating machinery. Compared to an ac-
tive solution, the increased robustness, the lower price and
the ease of implementation are the main benefits of passive
shunt damping.

2 Design of the piezoelectric bearing

The design of the piezoelectric bearing is shown in Figure
1. In horizontal as well as in vertical direction, a piezoele-
ment is integrated in the bearing ring. The leaf springs and
hinges allow a relative motion between the shaft and the
frame while they fix the other degrees of freedom to pro-
tect the piezoelements. The piece has been produced with
wire electrolytic discharge machining, such that fine details
can be achieved in combination with a large thickness in the
axial direction.

Resistance Inductance

Piezoelectric
transducer

Leaf spring
Hinge spring

Figure 1: Design of the piezoelectric bearing
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To test the potential of the developed piezoelectric module,
an experimental set-up has been built (Figure 2). This set-
up consists of a shaft, which is connected to a stiff frame by
two bearings. The piezoelectric module is mounted around
one of these bearings. Sound is radiated by a flexible panel
mounted on the frame. The set-up is designed such that in
the frequency range of interest, up to 1 kHz, many plate
resonances, some frame resonances and the shaft resonance
show up. Since this set-up efficiently radiates noise around
the resonance frequency of the shaft, the objective is to se-
lect an electric impedance, which shunts the piezoelectric
transducers, such that a maximal damping of the shaft reso-
nance is obtained.

Figure 2: Test set-up

3 Shunt damping

To find the optimal shunted impedance, a mass-spring-
damper model of the set-up is created, in which equivalent
mechanical models are used for the piezoelectric transduc-
ers. Different types of shunt damping (resistive, inductive
and inductive-resistive) have been compared in simulation
and on the test set-up. The highest noise reduction (10 dB)
could be obtained with an inductance (7 mH) and a resis-
tance (20 Ohm) in series. These optimal impedance values
depend on the (mechanical, electric and electromechanical)
properties of the applied piezoelectric transducers as well as
on the (mechanical) properties of the mechanical structure.
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1 Introduction 3 Results

Atomic force microscopy (AFM) is an extensively used tool  The control method of figure 1 is implemented on an
in nanotechnology for probing and imaging materials or bi- commercially available tube scanner (E-scanner, Veeco,
ological features with nanometer resolution. In AFM the Santa Barbara, CA). To compensate for circuit imbalance
sample is probed with a very sharp tip measuring the inter- caused by component mismatch and hysteresis in the piezo-
action forces between the tip and the sample. The sample €lements, an adaptive filter is used. The obtained measure-
is hereby scanned Simu|taneous|y in a raster scan pattern by ment signal is used for feedback control of the scanners os-
a piezo-driven Scanning Stage_ One of the major drawbacks cillations. Figure 2 shows the bode-diagram of the measured
of AFM is its relatively low-imaging speed, making it im-  displacement of the controlled and uncontrolled tube scan-
possible to capture dynamic processes on a molecular scale.ner, showing a 188 reduction of the resonance peak for the
Therefore, the goal of this research is to enhance the AFM controlled case. AFM images are obtained showing a sig-

imaging speed by use of modern control techniques. nificant reduction in image distortion.
Due to the use of self-sensing actuation, implementation of

o this control method only requires some changes on the driv-
2 Problem description ing electronics of the AFM-setup. Because the use of ex-
ternal sensors is omitted, the scanner hardware is left un-
changed, making this an effective and cost-efficient cdntro
method for increasing the imaging speed of AFM systems.

One of the major limitations on the AFM’s imaging speed
are the dynamics of the scanner stage. Undamped res-
onances of the scanner stage introduce oscillations when
excited, which is a major source of image distortion [1].
Damping these resonances with traditional feedback cbntro

requires the use of additional position sensors to measure s work has been supported by faculty 3mE grant PAL614

the tracking error. These position sensors are however ex- . 1y the National Institutes of Health under Award RO1
pensive and limited in resolution. Therefore, in this reska GM 065354,

we are aiming to use the electromechanical coupling of the

piezo-elements itself to measure and control the scanners
oscillation. Using a piezo-element both as an actuator and

sensor simultaneously can be done by connecting it within [1] ~G. Schitter and A. StemmetEEE Trans. Control.
a capacitive bridge circuit as shown in figure 1 [2]. The Syst. Technol., vol. 12, pp 449-454, 2004.

oscillations of the scanner stage induce a charge within the [2]  3.J. Dosch, D.J. Inman and E. Gardlayrnal of Intel-
piezo-elementwhich can be measured as a voltage drop over |egent Material Systems and Structuresvol. 3, p. 166, 1992.
the bridge circuit. The obtained measurement signal can be

used for feedback control.
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1. Introduction

This presentation discussed the identification of a continu-
ously variable, semi-active damper for a passenger car us-
ing a black box model structure. The modeled damper
is a telescopic, hydraulic damper equipped with a current
controlled, electromagnetic servo-valve. A neural network
based output error model structure (NNOE) is selected to de-
scribe the complex nonlinear damper dynamics. The iden-
tification procedure includes optimal experiment design, re-
gression vector selection and model parameter estimation.
The efficiency of the proposed procedure is demonstrated
experimentally.

2. Experiment Design

Literature and insights in damper dynamics have shown
that the current to the electromagnetic servo valve and the
damper velocity are the two variables that mostly influence
the damper response [3]. Hence, a two dimensional input
space can be considered, which should be covered uniformly
by the measurement data in order to be able to identify an ac-
curate simulation model. For the excitations, periodic mul-
tisine signals are used.

The design of multisine excitation signals involves the selec-
tion of the frequency band of interest, the amplitude spec-
trum and the phases. The frequency band and the ampli-
tude spectra are chosen such that the excitation approxi-
mates closely the load that the damper experiences in reg-
ular operational conditions [2]. The method to optimize the
phases of the multisines is based on the One Dimensional
Homogenisation procedure developed in [1]. This proce-
dure chooses the phases such that the samples are spread
uniformly over the achievable working range of the damper.
A conventional random phase multisine excitation leads to
a Gaussian distribution of the samples over the input space
which is harmful for the model accuracy, as illustrated in the
experimental validation.

3. Identification procedure

One of the most difficult aspects of black box modeling is
the selection of the regressor variables: which variables and
how many elements of each variable are necessary and suf-
ficient to describe the systems dynamics. The authors devel-
oped an iterative identification procedure that automatically
selects the regressors by alternately extending and pruning
of the regression vector. For more details the interested
reader is referred to [3].

4. Experimental validation
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Table 1 evaluates the effectiveness of the proposed proce-
dure by comparing the simulation accuracy of the model
identified using an optimized data set (NNOEppp) to this of
a model identified using a data set with random phase multi-
sine excitation (NNOERgpg ), and this for validation data sets
measured at 5 different excitation levels. The table clearly
demonstrates that the NNOEppy model is far more accurate
than the NNOEgpy model.

M1 M2 M3 M4 M5
NNOEopy | 94% | 6.0% | 51% | 69 % 7.3 %
NNOEgpy | 86% | 7.6% | 94% | 121% | 123 %

Table 1: Comparison of the simulation accuracy

Figure 1 illustrates the accuracy of the NNOEopy model by
comparing the simulated to the measured damper force for
a medium level validation data set (M 3).

Simulation Damper force —measured

simulated

) | —error

force [N]

15
Time [s]

Figure 1: Simulated damper force
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1 Background

A suspension system is designed to inertially fix a pay-
load, that is, to isolate it from floor vibration and simul-
taneously reject force disturbance exerted on the payload.
When placed to work along the vertical direction, the sus-
pension system has to compensate the payload gravity as
well. Transmissibility is used to evaluate the vibration isola-
tion performance. Current vibration isolation systems which
are designed for a large payload (in scales of thousand kg),
for example, the Airmount in the wafer scanner, achieve
gravity compensation by means of pumping in high pressure
air. However, the working bandwidth of this system is quite
narrow. One possible reason is the high frequency dynamics
of the high pressure air, which is very difficult to model and
control accurately.

2 Gaussmount Suspension System

Gaussmount suspension system, shown in Figure 1, is a 6-
DOF contactless electromagnetic suspension system. Three
Gaussmount actuators are used to compensate payload grav-
ity passively by permanent magnets and at the meanwhile
to isolate the vibrations from the ground by active control.
Each of the Gaussmount actuators is at least 2-DOF con-
trollable which makes the system 6-DOF controllable. The
force-current relation of a Gaussmount actuator can be de-
scribed by differential equations with reasonably accuracy,
which makes accurate modeling and control easier. How-
ever, due to the passive, permanent-magnet based, gravity
compensation, the Gaussmount actuators are inherently un-
stable (proved by Earnshaw in 1842) and highly nonlinear.

3 Stabilization and Vibration Isolation

K. Nagaya and M. Ishikawa[1] built a contactless electro-
magnetic suspension system for a small mass. The gravity
is compensated passively. The displacement with respect
to an inertially fixed reference is fed back for vibration con-
trol and thus excellent transmissibility is achieved. Katsuhid
Watanabe[2] built a contactless electromagnetic suspension
table, which is able to lift 200 [kg] payload, incorporat-
ing four electromagnetic actuators. The feedback signal is
a combination of relative position signal and acceleration
signal, which is also the most possible choice for the Gauss-
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Figure 1: A Simplified View of Gaussmount Suspension System

mount suspension system because the absolute displacement
signal is very difficult to obtain. Based on this choice of
feedback signal, a control structure for Gaussmount suspen-
sion system is proposed.

Due to the instability and high nonlinearility of the Gauss-
mount actuator, the linear model derived by direct lineariza-
tion has large perturbations, which may cause conflict be-
tween robust performance and stability. A simple linear
parametric variable (LPV) approach is proposed and applied
to a 1-DOF eletromagnetic levitation system model. Simu-
lation shows that the LPV controller stabilizes the system
in a highly nonlinear range with robust performance. The
application of this LPV approach on a Gaussmount actuator
will be verified by simulation.
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