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Abstract

At the intersection between artificial intelligence and statistics, supervised learning provides
algorithms to automatically build predictive models only from observations of a system. During the
last twenty years, supervised learning has been a tool of choice to analyze the always increasing
and complexifying data generated in the context of molecular biology, with successful applications
in genome annotation, function prediction, or biomarker discovery. Among supervised learning
methods, decision tree-based methods stand out as non parametric methods that have the unique
feature of combining interpretability, efficiency, and, when used in ensembles of trees, excellent
accuracy. The goal of this paper is to provide an accessible and comprehensive introduction to this
class of methods. The first part of the paper is devoted to an intuitive but complete description of
decision tree-based methods and a discussion of their strengths and limitations with respect to other
supervised learning methods. The second part of the paper provides a survey of their applications
in the context of computational and systems biology.

The supplementary material provides information about various non-standard extensions of the
decision tree-based approach to modeling, some practical guidelines for the choice of parameters
and algorithm variants depending on the practical objectives of their application, pointers to freely
accessible software packages, and a brief primer going through the different manipulations needed
to use the tree-induction packages available in the R statistical tool.

Introduction

Recent advances in experimental techniques have resulted in a dramatic increase of the amount and
diversity of data being generated in the context of molecular biology. With tools such as microarrays,
high-throughput sequencing, mass spectrometry, or advanced imaging techniques, measurements are
possible at various scales and for more and more components of biological systems. The integration of
all these data with available knowledge to better understand biological systems is at the heart of systems
biology. The increase of complexity and dimensionality requires advanced computational approaches to
store, organize, and analyze the data before they could be turned into novel biological knowledge.

Among computational biology tools, machine learning naturally appears as one of the key com-
ponents. In particular, supervised learning provides techniques to learn predictive models only from
observations of a system and is thus particularly well suited to deal with the highly experimental nature
of biological knowledge. Supervised learning has indeed been applied to a wide spectrum of problems
in computational biology, ranging from genome annotations and structure prediction to the inference of
networks of interactions between various kinds of biological entities, the prediction of protein functions,
and the discovery of biomarkers and drugs.

Among all supervised learning methods, this paper is devoted to a particular family of methods,
called decision tree-based methods. Decision trees are among the most popular learning algorithms
and they have been applied extensively in computational biology. The key ingredients of the success
of these methods are their interpretability, that makes their model transparent and understandable to
human experts, their flexibility, that makes them applicable to a wide range of problems, and their ease
of use, that makes them accessible even to non-specialists. Combined with ensemble methods, they
furthermore often provide state-of-the-art results in terms of predictive accuracy. Importantly in the
context of high-throughput data sets, tree-based methods are also highly scalable from a computational
point of view.

The goal of this paper is to provide an accessible and comprehensive introduction to tree-based su-
pervised learning methods and a survey of their applications in computational and systems biology. The
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Figure 1 An illustrative two-dimensional supervised learning problem. From left to right: (a) tabular
learning sample, (b) scatter-plot of the learning sample together with the optimal classification boundary
for this problem, (c) the classification boundary for a too simple model and (d) of a too complex one

paper is structured as follows. We begin with a short introduction to supervised learning, with a dis-
cussion of the bias/variance tradeoff and of cross-validation methods. We then proceed with a detailed
description of tree-based methods, starting with the main steps of standard decision tree induction, fol-
lowed by a discussion of ensemble methods and tree-based attribute importance measures. We conclude
this section with a discussion of the main strengths and limitations of these methods with respect to
other supervised learning algorithms. The remainder of the paper is devoted to a survey of the main
classes of applications of decision tree methods in the context of computational and systems biology.
Supplementary material discusses several extensions of tree-based methods, gives some pointers towards
freely available software packages implementing these methods, and provides a few practical guidelines
on how to best exploit these methods, which are illustrated with an application in the R statistical
language.

The reading of this paper can be usefully complemented by a few other papers. An short intuitive
review of decision trees can be found in Kingsford and Salzberg.1 Two more general introductions
to machine learning in biology are given by Larrañaga et al2 and by Tarca et al.3 Two other recent
papers are dedicated to two other families of supervised learning methods and their applications in
computational biology: support vector machines4 and artificial neural networks.5

Supervised learning

In this section, we briefly introduce supervised learning. For more details, we refer the reader to general
textbooks about supervised learning (and machine learning in general).6–8

Problem statement

Machine learning denotes a broad class of computational methods which aim at extracting a model of
a system from the sole observation (or the simulation) of this system in some situations. By the term
model, we mean a set of exact or approximate relationships between the observed variables of the system.
The goal of such models may be to predict the behavior of this system in some yet unobserved situations
or to help understanding its already observed behavior.

Supervised learning refers to the subset of machine learning methods which derive models in the form
of input-output relationships. More precisely, the goal of supervised learning is to identify a mapping
from some input variables to some output variables on the sole basis of a given sample of joint observations
of the values of these variables. The (input or output) variables are often called attributes or features,
while joint observations of their values are called objects and the given sample of objects used to infer a
model is generally called the learning sample.

As an illustration, consider the bi-dimensional classification problem of Figure 1 and assume that
the goal of learning is to find a function which discriminates at best between red and green points.
For example, each point of this space might represent a patient whose state is described by two input
variables which are the result of two medical tests. Patients marked in red are those suffering from some
disease while patients marked in green are the healthy ones. The goal could be to help a physician to
predict the status of a new patient (the output) for which the test results are known (the inputs). In
the real world, of course, each point of the learning sample is generally described by (many) more than
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one or two input attributes and these attributes may have many other kinds of values than real numbers
(discrete values, time series, images, sequences, for example). Also the output variables may represent
more complex information than our binary decision variable.

The above problem is the kind of problem targeted by supervised learning algorithms. Loosely
speaking, a supervised learning algorithm receives a learning sample (like the one represented in Figure
1(a)) and returns an input-to-output function h (a hypothesis) which is chosen from a set of candidate
models (its hypothesis space). Learning algorithms differ by the specific form of the hypotheses they
consider (determined either by a parametric class of mathematical expressions or by a class of algorithmic
procedures computing the outputs from the inputs), by their definition of the quality of hypotheses, and
by the optimization strategy they use to find a high quality hypothesis in their hypothesis space.

For example, a potential candidate function returned by a learning algorithm is the one given in
Figure 1(b) in blue, represented by the decision boundary that it defines in the input space. Even
though this function makes some mistakes on the learning sample, it seems that these mistakes are
merely due to noise in the data (which may be due either to errors in measurements or to effects for
which no input variables have been observed) and the function is thus a plausible explanation of the
learning sample. As a matter of fact, for our toy problem, this particular input-output function turns
out to be optimal in the sense that its predictions minimize the probability of mis-classification.

An important criterion to assess learning algorithms, especially in the context of computational and
systems biology, is the interpretability of the models that it infers from the data, i.e. the information
that it may bring to a human expert about the studied input-output relationship. For example, in our
medical application, it would be interesting to know if one of the two tests is not useful or not necessary to
predict the disease status. Computational efficiency and scalability are also of great concern, especially
for very large datasets, be it in the number of objects or the number of attributes. However, the main
criterion used to assess learning algorithms is their prediction accuracy, i.e. the way the model they
produce generalizes to unseen data (i.e. data that were not observed in the learning sample).

Bias-variance tradeoff

To explain why supervised learning of models with good predictive accuracy is not trivial, it is necessary
to understand the bias/variance tradeoff in this context.

To give some intuition about this tradeoff, let us first assume that we want to separate the two classes
in Figure 1 with a linear decision boundary. Figure 1(c) shows one such model illustrating the fact that
with linear models it is impossible to discriminate well enough the two classes of our toy problem. The
family of linear models is not well suited to solve our task because the best linear model is too far from
an optimal decision boundary like the one represented at Figure 1(b), whatever the amount of data used
to infer it. This source of error is called bias.

Let us assume now that we use a much larger family of hypotheses among which there exist one
or several which realize a perfect separation between classes in our learning sample. Then, by using
this hypothesis space, the learning algorithm might produce a decision boundary like the one shown on
Figure 1(d). This time, the classification boundary perfectly separates all learning objects of different
classes. Like the linear model however, this model is still not appropriate. This time, the model is too
complex and hence it learns “too much” information from our data. In this case, we say that the learning
algorithm overfits the data. If we would use another learning sample for the same problem (e.g. by
repeating the experiment on another group of patients), then it would be very likely that the model
found by the same learning algorithm would be very different from the one of Figure 1(d). In this case,
we say that the learning algorithm suffers from variance, because the hypothesis that it returns for a
given problem is very much dependent on the particular learning sample that is provided.

When it comes to apply the hypothesis inferred by supervised learning on new objects, both bias and
variance are sources of error and hence they should ideally both be minimal. Moreover, as they react in
an opposite direction to variations of the complexity of the hypothesis space, there is a tradeoff between
their effects which must be taken into account.

Because of its central role in supervised learning, this tradeoff has received a lot of attention in the
design of supervised learning algorithms. The main approach to handle it is to adapt the complexity of
the hypothesis space to the problem under consideration (during learning), e.g. by using cross-validation
to select meta-parameters controlling the complexity of the hypothesis space.
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Assessment by cross-validation

The evaluation of the predictive accuracy of a model is crucial in supervised learning, first in order to
predict its future performance on new data but also in order to provide the learning algorithm with
a criterion to choose a model in its hypothesis space. Evaluation requires the choice of an estimation
procedure and of a performance measure.

Usually the performance of the model as estimated on the learning sample, called resubstitution

estimate, is a very optimistic estimate of the true quality of the model. A more reliable estimate would
be obtained from a sample independent of the data sample used during the learning stage. For example,
a hold-out estimate is obtained by partitioning the learning sample ls into two disjoint subsets, the
validation sample vs and the learning sample ls without the objects in vs, denoted ls\vs. A model is
learned from ls\vs and its performance is assessed on vs. A common practice is to save one third of the
data for the validation. However, when the learning sample is very small, subdividing further the data
will yield an unreliable estimate. In these cases, cross-validation provides a way to make a better use
of the available sample. In k-fold cross-validation, we divide the learning sample into k disjoint subsets
of the same size, ls = ls1

⋃
ls2

⋃
. . .

⋃
lsk. A model is then inferred by the learning algorithm from

each sample ls\lsi, i = 1, . . . , k and its performance is determined on the held out sample lsi. The final
performance is computed as the average performance over all these models. Notice that when k is equal
to the number of objects in the learning sample, this method is called leave-one-out. Typically, smaller
values of k (say, between 10 and 20) are however preferred for computational reasons.

Notice that when cross-validation is used to make a selection between several models (e.g. corre-
sponding to different values of the meta-parameters of a learning algorithm or produced by different
learning algorithms), then an additional external run of cross-validation is necessary to provide also a
reliable estimate of the finally chosen model.9

Evaluation also raises the question of the choice of a performance measure. This choice usually
depends on the application. In the context of classification, i.e. when the output variable is discrete,
the most common measure is the error rate of the model (i.e. the probability of making a wrong
prediction as estimated for example by the proportion of wrong predictions on the validation sample).
The main drawback of this measure is that it is sensitive to the proportion of objects of different
classes in the validation sample and that it does not convey information about the kind of errors. In
the context of binary classification, it is therefore usually complemented by other measures such as
sensitivity (the proportion of objects in the class of interest that are well classified) or specificity (the
proportion of objects in the other class that are well classified). Moreover, since most classifiers inferred
by supervised learning actually produce a confidence score (e.g., in the form of a class probability
estimate), in the case of binary classification problems, one may use different thresholds on this score
to achieve different compromises between sensitivity and specificity. To evaluate a model independently
of the chosen threshold, one can use a ROC curve,10 that plots true positive rate (sensitivity) versus
false positive rate (1-specificity) for different values of this threshold. The quality of a ROC curve is
evaluated by the area under this curve (AUC), as we will illustrate below.

Decision tree induction

Decision tree induction11, 12 is currently one of the most interesting supervised learning algorithms. The
paternity of tree-based learning methods is often attributed to Hunt with his Concept Learning System.13

Later on, the method was formalized, extended, and popularized in the field of statistics by the famous
book of Breiman, Friedman, Olsen, and Stone on Classification And Regression Trees (CART11). During
the same period, Quinlan also contributed to the dissemination of this approach in the field of artificial
intelligence with his ID314 and C4.512 algorithms.

Let us notice that decision tree induction, originally designed to solve classification problems, have
been extended to handle more complex output spaces (e.g. single- or multi-dimensional regression). For
the sake of simplicity, we will focus on the case of classification trees and describe in this context the main
ideas behind this methodology. We will then discuss its main strengths and weaknesses with respect to
other supervised learning methods. For advanced readers, the supplementary material elaborates on the
extensions of the basic decision tree framework, in particular to regression.
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Figure 2 Left, a decision tree, right, the corresponding decision boundary

Tree structured classifiers

In its simplest form, a decision tree combines several binary tests in a tree structure. For example, Figure
2 plots a decision tree and the resulting decision boundary for the bi-dimensional example problem of
Figure 1. Each interior node of this tree is labeled with a test, which compares the value of an input
attribute to a threshold, and each terminal node is labeled with a class. To produce a classification
for a new object whose attribute values are known, we simply propagate it into the tree from the top
node according to the test answers. When a terminal node is reached, its corresponding class label
is attributed to the object. By using such tests, the tree progressively partitions the input space into
hyper-rectangular regions where the output is constant.

Learning algorithm

There exist many variants of decision tree learning methods. Our goal in this section is therefore to give
the general idea of these algorithms, rather than to make an exhaustive list of all their variants. We
refer the interested reader to the references mentioned throughout this section for more details about
specific methods.

Loosely speaking, the general idea behind tree induction algorithms is to find a simple tree that
has good predictive performance on the learning sample. Since the enumeration of all possible trees
is essentially intractable, most tree induction algorithms are based on heuristics. The most common
heuristic is a greedy top-down recursive partitioning approach. This algorithm starts with a single node
tree corresponding to the complete learning sample and finds a way to split this node by selecting a test
among a set of candidate tests. The algorithm then proceeds recursively to split the successors of this
node. The whole process results in a partition of the learning sample into smaller and smaller subsets.
The development of a branch is stopped when some stop-splitting criterion applies. Eventually, each
terminal node of the tree is labeled with a prediction (class name or vector of class probabilities) which
is computed on the basis of the subset of objects which reach this node. This tree growing step is then
usually followed by a pruning stage which aims at removing unessential parts of the tree, so as to avoid
overfitting. The different ingredients of this algorithm are further explained below.

Score measure. To split a node, a score measure is defined and the test among the set of candidate
tests which realizes the best score is selected. The score measure is designed to favor tests which
discriminate between objects of different output classes. To this end, the score usually evaluates the
ability of the test to reduce the impurity of the class within the local learning (sub)sample. More
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precisely, most score measures are of the following form:

Score(S, T ) = I(S) −

p∑

i=1

Ni

N
I(Si), (1)

where T is the candidate test, S is the local learning sample of size N which is split by T into p subsets
Si of size Ni (i = 1, . . . , p), and I(S) measures the impurity of the output in the sample S.

In the context of a classification problem with m classes, two popular measures of impurity are
Shannon’s (or logarithmic) entropy:

I(S) = −

m∑

c=1

Nc

N
log

Nc

N
,

and Gini’s (or quadratic) entropy:

I(S) =

m∑

c=1

Nc

N
(1 −

Nc

N
),

where N is the size of the local learning sample S and Nc is the number of objects of output class c in
S. These score measures give very similar results in practice and have been widely used in the context
of decision tree induction, either as is11, 14 or normalized in different ways.12, 15

Candidate tests. The set of candidate tests used in the score maximization procedure defines the
actual hypothesis space and the representation power of decision trees of given complexity. In standard
decision tree induction methods, candidate tests involve only one attribute at a time. For numerical
attributes, standard tests are of the form [X < xth?], where xth is a discretization threshold for the
attribute X . The optimal thresholds are usually determined automatically by the induction algorithm,
but a pre-discretization of numerical attributes could also be provided by the user. When the attribute
takes its values in a finite set, typical tests consist in partitioning the set of all possible values of the
attribute into a number of subsets and creating a successor node for each one of these subsets. In the
literature, partitions into singletons (one successor for each value of the attribute) or into two subsets
are generally considered. In the second case, tests are of the form [X ∈ V ?], where V is a subset
of all possible values of the attribute X . Like discretization thresholds, subsets V are automatically
determined by the induction algorithm so as to maximise the score.

Node labeling. In classification, the simplest labeling of decision tree leaves with a class prediction
is obtained by computing the majority class among the objects present in the leaf. A more detailed
information can be stored in the leaves in the form of an estimation of the conditional class probabili-
ties. These probabilities can be estimated by class frequency counts but more sophisticated estimation
techniques have also been proposed.16

Stop-splitting and pruning. During induction, the decision tree can usually be extended as far as
needed to perfectly separate objects from the learning sample. However, from the discussion about
bias-variance tradeoff, such fully grown trees are often likely to overfit and suffer from a high variance.
There exist essentially two ways to prevent a tree from overfitting: using a stop-splitting criterion to
interrupt the development of a branch before the tree starts to overfit or using of a post-pruning algorithm
simplifying an overly grown tree so as to maximise its performance, e.g. as estimated by cross-validation.

There are several possible stop-splitting criteria. A possibility is to compute the impurity of the
output variable in the subset and stop splitting if this value is lower than a given threshold. It is also
possible to stop induction when the number of instances in the current subset is too small. More elaborate
stop-splitting criteria have also been designed based for example on statistical hypothesis testing.12, 15

One disadvantage of stop-splitting is that it requires the user to fix in advance the value of one
or several meta-parameters that determine the final complexity and it may thus miss the complexity
that optimizes the bias-variance tradeoff for a given problem. Pruning on the other hand consists in
simplifying the tree a posteriori by closing some of its test nodes so as to find the best compromise between
bias and variance for the problem at hand. Post-pruning generates from a fully grown tree a sequence of
(nested) trees of decreasing complexity, and selects among these the sub-tree which minimizes the error
rate estimated by holdout or by cross-validation. Different pruning methods essentially differ in the way

6



they generate the sequence of nested sub-trees. One example of such algorithm is the cost-complexity

pruning method proposed in CART.11

Ensembles of decision trees

Although pruning may reduce substantially the complexity (and hence improve the interpretability) of
the tree by removing useless parts of it, its effect on accuracy is often limited.17 A more efficient way to
improve the accuracy of decision trees is to aggregate the predictions given by several of them for the
same problem. Various techniques have been proposed to generate different decision trees from the same
learning sample that often give very impressive improvements of accuracy when they are aggregated.
Below, we discuss the two main families of such methods, namely randomization methods and boosting
methods.

Randomization methods. The general idea of these methods is to introduce some random pertur-
bation in the process that generates a tree from a learning sample in order to get an ensemble of different
trees. To make a prediction with an ensemble, the test object is propagated in all trees and the final pre-
diction is obtained by aggregating the predictions of the individual trees for this object. In classification,
an aggregated prediction may be obtained simply by computing the majority class among all individual
predictions. One can also average the class probability estimates produced by the individual trees of the
ensemble to produce an aggregated score for each class and then select the class corresponding to the
largest score.

The most prominent method in this family is Bagging (for bootstrap aggregating18) method. Bagging
is a generic method to randomize any learning algorithm. The idea of Bagging is to learn each model of
the ensemble from a bootstrap sample1 drawn from the original learning sample using the unmodified
learning algorithm. While Bagging improves very much standard single trees in terms of accuracy, several
other methods have been proposed in the literature to generate randomized ensembles of decision trees
and these methods are often more accurate than bagging. For example, Breiman’s Random Forests
algorithm19 builds each tree from a bootstrap sample like Bagging but modifies the node splitting
procedure as follows: at each test node, K attributes are selected at random among all input attributes,
an optimal candidate test is found for each of these attributes, and the best test among them is eventually
selected to split the node. The Extremely Randomized Trees algorithm,20 on the other hand, grows each
tree of the ensemble from the complete original learning sample and generates its splits by selecting
at each test node the best split among K random ones. Compared to Random Forests, this algorithm
typically grows trees that are more strongly randomized for a given value of K. When K = 1, it even
builds totally randomized trees, whose tests do not depend anymore on the learning sample output
values. Both methods usually generate more accurate models than Bagging and they are much more
efficient from the computational point of view.

Intuitively, these randomization methods act as variance reducers while they mostly do not affect
the bias of the original tree induction method. Indeed, even with randomization, the trees can still be
extended to almost perfectly predict the learning sample and thus have a low bias. However, because
of the randomization, these trees are less dependent on the learning sample and thus their aggregation
has less variance than the original (optimized on the learning sample) trees. From a geometrical point
of view, the resulting ensembles of trees are also able to model much smoother classification boundaries
than single trees (see Figure 3).

Boosting methods. Although the main idea of boosting is also to combine the predictions of several
models, its philosophy is very different from that of randomization methods. While randomization
methods improve a low-bias and high-variance method, the goal of boosting is to “boost” the performance
of a weak learning method i.e. a method that outputs very simple and highly biased models. Unlike
randomization methods, Boosting builds the models sequentially; each model in the sequence being
built to address the deficiencies of the previous models in the sequence. Usually, boosted predictions are
obtained by a weighted average of the predictions of the models in the resulting ensemble, where the
weights of the models are chosen according to theoretical arguments.

1A bootstrap sample is a sample of the same size as the original sample where each object is drawn with replacement

from the original sample.
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Figure 3 Ensemble methods with trees: top, a subset of 4 trees built with the Extra-trees randomiza-
tion method20 on the toy problem of Figure 1; bottom left, in dotted line, the classification boundaries
of 50 randomized trees and in plain blue line, the classification boundary obtained by a majority vote
over these 50 trees; bottom right, the ROC curves for the single tree of Figure 2 (red, piece-wise linear)
and for the randomized ensemble (green, smooth) as estimated on a test sample of 4000 points. The
classification boundary obtained with the ensemble is much smoother than each individual classification
boundary. On this problem, the error rate (as estimated on a test sample of 4000 points) decreased from
10.2% with a single pruned tree to 5.4% with the ensemble. Also the AUC of ensembles of 50 trees is
significantly better compared to the AUC of a single tree (0.98 as compared to 0.89)
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One of the first and most famous boosting algorithms for classification is Freund and Schapire’s
AdaBoost method (for “adaptive boosting”21). The main idea of AdaBoost is to build each model in
the sequence in such a way that it focuses on correcting the errors made by the previous models in the
sequence. One way to achieve this is to replicate objects in the learning sample that are misclassified
by the previous models. AdaBoost however exploits the fact that most learning algorithms can handle
weighted objects. Starting with uniform “object” weights, this algorithm sequentially increases the
weights of the objects misclassified by the previous models in the sequence, thereby forcing the learning
algorithm to focus on the most “difficult” instances. Eventually, predictions are carried out by a weighted
majority vote among the models according to another set of “model” weights which depend on the
accuracy of the corresponding model on the learning sample.21

The efficiency of AdaBoost at improving classification learning algorithms has been highlighted in
many empirical studies, mainly in combination with decision trees (e.g.22, 23). Several variants of this
original algorithm have been proposed, for classification problems24 but also for regression problems.7, 25

For the boosting algorithm to work, each model must be learned with a weak learning algorithm. In the
context of decision trees, this means that their complexity has to be reduced so that they do not overfit
the learning sample. This is usually achieved by adjusting the stop-splitting criterion. One popular
variant of decision trees in the context of boosting uses decision trees with only one test node, called
“decision stumps”.

Discussion. Although they often improve accuracy very significantly, the main drawback of ensemble
methods is that they may jeopardize the interpretability and the efficiency with respect to the standard
“single” decision tree method. In terms of interpretability, it is nevertheless still possible to rank the
attributes using ensemble methods and, as a matter of fact, the resulting ranking is typically much more
stable with an ensemble (see the next section). The negative effect on efficiency can also be mitigated.
Indeed, randomization methods can be easily parallelized and also the introduction of randomization
actually makes the growing of one random tree much faster than the growing of one standard tree. So, all
in all, the computational costs of these methods is actually very similar to that of standard single trees.
Boosting methods can not be so easily parallelized, but since they exploit trees of very low complexity
their computational overhead remains nevertheless often acceptable.

Feature selection and ranking

One of the most interesting characteristics of decision trees, especially in the context of computational
and systems biology,26 is that they allow to carry out directly some feature selection, or in other words to
identify among a large set of input attributes those that are really useful for solving the problem at hand.
Indeed, because of the greedy nature of the tree induction algorithm, useless attributes will normally
not be selected during the tree induction and conversely the attributes selected by the algorithm usually
give a good indication of the most useful input variables for the problem at hand.

In addition to feature selection, it is possible to compute from a tree an attribute importance measure
that allows to further rank the selected attributes according to their relevance for predicting the output.
Several such importance measures have been proposed in the literature.7, 11, 15, 19, 27 The simplest measure
is derived from the impurity score in Eqn. (1). The overall importance of an attribute is defined as the
sum of the total reduction of entropy NiScore(Si, Ti) (where Ni is the size of Si) over all nodes i(a) in
the tree where the attribute a is used to split. Those attributes that are not selected at all obtain a zero
value of their importance, and those that are selected close to the root node of the tree typically obtain
high scores.

One drawback of this measure is that it only takes into account the split that is effectively selected
at each node. If two variables have very similar scores at one node, one of them may be masked by the
other and will thus receive a zero score although it could well be as important as the other one. In order
to circumvent this effect, more sophisticated measures have been proposed that take into account the
alternative unselected splits, called surrogate splits, at each node.11

Typically, ensembles of trees select a much larger proportion of the attributes and thus can not be
readily used for attribute selection. However, attribute importance measures can be easily extended
to ensembles, simply by averaging importance scores over all trees in the ensemble. The resulting
importance measure is even more reliable because of the variance reduction effect resulting from the
averaging. It is also less prone to the masking effect of correlated attributes. In the context of Random
Forests, Breiman19 proposed another measure based on random permutations. In this method, the
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importance of an attribute is defined for each tree as the variation of its error rate when its values are
randomly permuted in the validation set. The resulting importance is normalized to give a z-score from
which a p-value is derived.

All these measures of importance provide interesting alternatives to attribute ranking based on the
(adjusted) p-values obtained from classical statistical tests. The main advantage of these measures with
respect to these statistical tests is that they do not make any assumption about the problem (such as
gaussianity, linearity, or independence) and they are potentially able to detect multivariate effects, i.e.
attributes that are only relevant through interaction with others. However, the tree-based importance
measures are not yet as well principled as statistical tests, because their limitations and biases are not
yet fully characterized, although research in this area is ongoing.27–30

Strengths and limitations

From the point of view of their statistical properties, tree-based methods (like other supervised learning
methods) are non-parametric universal approximators, meaning that, with sufficient complexity, a tree
can represent any continuous function with an arbitrary high precision. Under some very mild conditions,
single tree induction algorithms are also consistent,11 i.e. they yield models that converge to the best
possible classifier for the problem at hand as the size of the learning sample tends to infinity (notice that
this is not true for all methods based on ensembles of trees31). When used with numerical attributes,
they are invariant with respect to monotone transformations of the input attributes.

From a more practical point of view, the main strength of tree-based methods is their interpretability.
Single trees are readily understandable and interpretability is also gained through their ability to select
or rank the attributes according to their relevance for predicting the output. They share this feature
with almost no other non-parametric methods. With respect to other methods such as support vector
machines (SVMs) or artificial neural networks, tree-based methods are also very easy to use. They only
require to set the value of a very limited number of parameters and their accuracy is not overly sensitive
to the setting of these parameters. The accuracy of ensemble methods such as Random Forests or
boosting has been proved very competitive with other supervised learning methods. Their computational
complexity at the learning stage is typically linear in the number of features and log linear in the number
of objects, which is close to the lowest possible complexity one could expect for a learning algorithm.
These methods are thus able to deal with very large datasets (e.g. of millions of objects and thousands
of variables). Because of the greedy nature of the induction algorithm, their computing times are
furthermore very predictable. These methods are also flexible: they can handle both continuous, discrete
and even more complex structured input and output spaces. They are also easy to extend through the
use of different sets of ‘ad hoc’ candidate tests or node labeling schemes, which makes them useful in a
wide range of applications.

These methods have nevertheless several limitations. The main drawback of single trees is their high
variance: decision trees obtained from only slightly perturbed learning samples can be very different.
This high variance makes the accuracy of single trees not competitive with other learning algorithms
(like e.g. neural networks). In addition, this instability reduces also their interpretability: one can
not fully trust the choices of the tests if they are changing from one learning sample to another. In
terms of accuracy, while ensemble methods with trees are competitive on many problems, finely-tuned
support vector machines or artificial neural networks can sometimes reach higher levels of accuracy in
some application domains.

One other possible drawback of ensemble methods is their high demand in terms of memory require-
ment for storing the model: the number of nodes of unpruned trees is typically of the same order as
the number of objects in the datasets and thus the storage of an ensemble of trees might require more
space than the original dataset, especially when there are many objects and few attributes. Even though
decision tree tests can be easily extended, tree-based methods are still mostly restricted to the standard
attribute-value representation, which makes them less suitable than, e.g., kernel methods to handle very
structured data types such as graphs or sequences.

To sum up, tree-based methods (especially in their ensemble flavor) are certainly methods of choice
for many applications where simplicity, interpretability, and ease of use is required. Although their
accuracy is often very good, in general slightly better results can nevertheless be obtained by finely-
tuning other methods such as SVMs or artificial neural networks for instance, but this is then at the
price of a lot of human intervention, a higher computational complexity, and a loss of interpretability
and genericity.
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Comparison with other supervised learning algorithms

In this section we compare a short list of some other popular supervised learning algorithms to decision
tree-based methods. We refer the interested reader to the literature for further information about these
other supervised learning methods.6–8

k-Nearest Neighbors. Probably the simplest and most intuitive learning algorithm, it assigns to
an object an output value derived from those of its k nearest neighbors (determined according to a
distance measure computed from the inputs) in the learning sample. Although very simple, this method
is sometimes very accurate. However, it does not provide explicitly a model and it is also very sensitive
to the presence of irrelevant attributes (i.e. attributes which are not related to the output), contrary
to tree-based methods. For large sample sizes it may also lead to prohibitive computing times at the
moment of finding the nearest neighbors.

Naive Bayes. A classification method that estimates conditional class probabilities by applying Bayes’
theorem under the (naive) assumption that the attribute values are independent given the class. Despite
this strong assumption, Naive Bayes classifiers often work well on practical problems. They are highly
scalable and rather interpretable. Their main limitation with respect to tree-based methods is their
strong independence assumption and their inability to handle automatically numerical attributes without
further parametric assumptions.

Linear models. The term linear models encompasses any method that uses as an hypothesis space the
set of linear functions of the inputs (or, for classification, functions that correspond to a linear decision
boundary in the input space). There exist many alternatives to learn linear models, that correspond to
different statistical models or techniques to deal with the bias/variable tradeoff. Some examples are ridge
regression, LASSO, or linear discriminant analysis.7 These methods are especially well suited for high-
dimensional problems. Like decision trees, they can also be used for attribute selection and ranking.
Their main limitation with respect to tree-based methods is their inability to handle interactions of
variables in an automatic way. Also, algorithms for inferring linear models are typically less scalable to
very high dimensional input spaces.

Artificial neural networks. They are a generalization of linear models inspired by analogies with
the biological brain. A neural network combines several simple linear units organized in layers through
non-linear functions in order to improve expressiveness. These methods may be very accurate but they
do not scale well with the number of inputs and are difficult to use for large scale practical problems.
See5 for a review of these methods and their applications in bioinformatics.

Support vector machines. Loosely speaking, the support vector machine (SVM) method is a partic-
ular way to learn a linear classification model: the idea is to choose the hyperplane which is the furthest
away from objects of each class, maximizing the so called “margin”. One of the nice features of this
algorithm is that its solution may be written only in terms of a similarity measure between the objects
called a kernel (like the k-NN method). Using appropriate kernels, these methods can thus actually learn
non-linear models and also handle naturally the complex data types that are often met in the context
of computational biology. Compared with other methods, SVMs usually provide state-of-the-art results
but like neural networks, they are essentially black-box models and not easy to use for non specialists.
See4 for a review of these methods and their applications in computational biology.

Applications in computational and systems biology

Owing to their versatility, decision trees and, to a lesser extent, regression trees, have been applied to a
wide variety of bioinformatic problems. Of particular interest for bioinformatics is the interpretability of
decision trees, because the output of the algorithm must often be interpreted by biologists and validated
in the laboratory. An additional advantage of decision trees in the context of bioinformatics is their
ability to deal with heterogeneous data with relatively little preprocessing.
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Following the evolution of machine learning methods, some bioinformatic problems have been re-
analyzed using successive “generations” of decision tree methods. One conspicuous trend is the re-
placement of single tree methods by ensemble methods such as Random Forests. Another important
trend is the increased emphasis on rigorous evaluation of prediction accuracy, using methods such as
cross-validation.

In this section we provide a survey of the diversity of problems to which decisions tree-based methods
have already been applied in the context of computational and systems biology. As dozens of articles
have already been published this context, we will not attempt to be comprehensive, but will rather focus
on a few representative examples.

Sequence annotation

An early application of decision trees in bioinformatics was the identification of coding regions in eu-
karyotic genomic sequences using oblique decision trees and attributes related to the composition of the
DNA sequences.32

The precise localization of the transcriptional start site is more challenging to predict, but good
performances have been achieved by combining quadratic discriminant functions with decision trees.33

Decision trees have also been applied to the prediction of non-protein coding genes, for example
Random Forests for the discovery of microRNA genes in Drosophila genomes.34

A second class of annotation problems is the inference of functions of unannotated genes and proteins.
Kretschmann et al. used the C4.5 algorithm to infer protein functions in the SWISS-PROT database
based on sequence patterns.35 In a more recent application, a multi-label version of the C4.5 algorithm
was used to assign functions to unannotated yeast genes, based on various data including sequence,
expression patterns, knockout mutant experiments, PSI-BLAST homology searches and predicted sec-
ondary structure.36

Other applications of decision trees in protein sequence annotation include the prediction of mem-
brane proteins37,38 of subcellular localization,39 of ubiquitylation sites,40 and of the specificity of the
cleavage sites of viral proteases.41

Biomarker discovery

Biomarkers are biomolecules whose expression patterns are indicative of a biological condition of interest,
such as a stage of differentiation or a disease. Examples of classes of biomarkers are mRNAs, proteins
and peptides, metabolites, and microRNAs.

Decision trees are particularly suitable for biomarker discovery and tissue classification because they
provide simple measures of attribute importance that can be used to rank biomarkers.

An important problem in genomics is the discrimination of cancer/non-cancer samples and the dis-
crimination of sub-types of cancers based on gene expression patterns measured with microarrays. Ben-
Dor et al. compared several methods for cancer classification, including nearest neighbor, decision stumps
with boosting, and support vector machines (SVMs), and obtained comparably good accuracy with the
SVMs and the boosted decision stumps.42 Boulesteix et al. used a CART-based approach on expression
microarray data to discover models of interactions between pairs of genes that are significantly correlated
with cancer class.43

The goal is often to obtain a set of discriminating biomarkers that is as small as possible while
remaining accurate, because this allows the development of cheap and convenient diagnostic tests. In
this respect, decision trees are also advantageous because they often lead to compact decision models
compared to other machine learning methods.44 A striking example is the study by Chen et al. in which
a decision tree model with five genes accurately predicted the survival of patients with non-small-cell
lung cancer.45

The identification of biomarkers from biological fluids is a promising area of research, because it could
detect medical conditions with minimally invasive procedures and without knowledge of the localization
of the anomaly in the body. Mass spectrometry (MS) is the technique of choice for the characterization
of proteins and peptides in these complex biological samples. Decision tree-based methods have been
widely used in this domain.46–54 For example, Qu et al. exploited boosted decision stumps to dis-
criminate prostate cancer patients from noncancer patiens.46 Geurts et al. compared several ensemble
methods based on decision trees to the identification of serum biomarkers for rheumatoid arthritis and
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inflammatory bowel diseases in MS spectra.50 Another study used decision trees to detect pancreatic
cancer from serum biomarkers.51

Molecular interactions

A rich field of applications of decision and regression trees in bioinformatics is the prediction of inter-
actions between different types of biomolecules, such as protein-protein interactions (PPIs) and DNA-
protein interactions.

Prediction of PPIs requires adjustment of the tree learning algorithms, because each attribute is
measured twice, once for each protein of a pair. A number of papers have proposed to classify protein
pairs with single decision trees55 or Random Forests.56, 57 For example, in Chen and Liu,57 a random
forest classifier was trained in which protein pairs were represented by a vector of 4293 attributes corre-
sponding to protein domains. These attributes have discrete values 0, 1 or 2, corresponding respectively
to the absence of the domain in the pair, its presence in one of the proteins, or its presence in both.

Another possible approach for interaction prediction is to use attributes defined on single biomolecules
to infer their positions in the network, and to deduce interactions from the network. Geurts et al. used an
ensemble of regression trees and a kernelization of the output space to predict protein-protein interaction
and metabolic networks.58

Supervised learning can also be used in the context of PPIs to clean and aggregate noisy experimental
data. In order to identify new interactions in the yeast Saccharomyces cerevisiae, Krogan et al. performed
a genome-wide purification of protein complexes, followed by protein identification by two complementary
mass spectrometry procedures. To differentiate true from spurious PPIs in the noisy data, a classifier
was built with a hand-curated database of PPIs as training set. This classifier combined by stacking
the outputs of a Bayesian network, C4.5 decision trees and boosted stump decision trees to achieve best
performance.59

Decision trees can also be used to infer PPIs among members of a particular class of proteins. In one
study, correlated pairs of protein sequence motifs were extracted from known interacting transcription
factor (TF) pairs. These motifs were then used to build a random forest predictor of TF interactions.60

Besides prediction of interacting biomolecules, decision trees have been used to predict the precise
regions involved in the interaction in known interacting biomolecules. Random Forests have been used
to predict residues involved in PPIs, based on combinations of sequence, physicochemical properties of
the amino acids, evolutionary conservation and 3D structure61.62 Similar studies investigated prediction
of amino acids binding DNA,63 metal ions or small ligands64.65

Genetics

Systematic knockout studies in model organisms such as S. cerevisiae or C. elegans have revealed that
only a relatively small proportion of genes are essential for viability. However, the simultaneous mutation
of two “non-essential” genes often confer a more strongly deleterious or a lethal phenotype, a type
of genetic interaction known as sick and synthetic lethal (SSL) that may shed light on the basis of
multigenic genetic traits and diseases. However, systematic generation of all double mutants in a model
organism is extremely labor-intensive and decision tree methods have been applied to their computational
identification, based on attributes defined on pairs of proteins.66 More recently, Chipman and Singh
combined random walks in biological networks with decision trees to identify gene pairs most likely to
result in SSL interaction.67

Genome-wide association studies for complex diseases produce thousands of single nucleotide poly-
morphism (SNP) genotypes. A first step of the analysis is often to apply univariate statistical test
of association to the individual SNPs. These test will fail to reveal SNP variants that have a small
marginal effect on disease susceptibility, but a large effect when combined. Decision trees can take
into account interactions among variables, and have been proposed as a method to identify interacting
polymorphisms.68–70

The identification of genes likely to be associated with genetic diseases is also an application, related
to sequence annotation, of decision trees in molecular and statistical genetics. López-Bigas and Ouzounis
have used decision trees to predict these genes based on protein sequence length and various measures
of evolutionary conservation of the protein.71

Single nucleotide polymorphism (SNP) variants that are close together on a chromosome tend to be
highly correlated because they are inherited together in blocks (haplotypes). It is thus advantageous to
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select a smaller set of SNPs (tagging SNPs) that convey the same information. The problem of finding
the minimum set of tagging SNPs is NP-complete, but a fast algorithm based on decision trees has been
developed that gives satisfactory results.72

More recently, Schlecht et al used a hybrid machine learning approach including decision trees to
infer patterns of SNP variants on sampled human Y chromosomes (haplogroups) from the patterns of
another type of genetic markers, microsatellites73

Discriminating between polymorphisms that have no functional effect (neutral polymorphisms), and
functional ones is of crucial importance. Single nucleotide polymorphisms resulting in an amino acid
substitution in the protein (non-synonymous SNPs) are of particular interest because they account
for a large proportion of genetic diseases. Random Forests have been used to differentiate functional
from neutral non-synonymous SNPs. Relevant input attributes include the physicochemical properties
of the original and the substituted amino acids, their evolutionary conservation, and their structural
environment in homologous protein structures.74, 75

Another application of decision trees in molecular genetics is the prediction of antiretroviral drug
resistance of HIV isolates from their sequence. In Beerenwinkel et al., C4.5 decision trees were used to
build interpretable models of drug resistance of the viral protease and reverse-transcriptase based on the
protein sequence.76

Regulatory networks

The accurate modeling of regulatory networks is one of the grand goals of systems biology, and many
modeling schemes have been proposed, from comparatively simple Boolean networks to complex models
based on stochastic differential equations.77

Decision and regression trees provide suitable approaches to describe the structure of regulatory
networks. For example, Soinov et al. used decision trees to predict the Boolean (on/off) expression levels
of genes based the continuous expression values of other genes.78 Phuong et al. used multiple output
regression trees to predict gene expression levels from the presence of motifs in promoter sequences.79

More sophisticated methods based on generalizations of decision trees80, 81 and of regression trees82 have
been proposed to model simultaneously the expression levels of target genes, of their regulators, and the
presence of motifs in the promoters of the genes.

Segal et al. applied a probabilistic method to identify gene regulatory modules, i.e. sets of genes
co-regulated in different conditions. In this approach, the logic of modules is modeled by regression trees,
and the best modules and assignments of genes to modules are searched iteratively with the expectation
maximization (EM) algorithm.83

Chen and Blanchette84 modeled tissue-specific cis-regulatory modules using Bayesian networks. They
addressed the problem of learning conditional probabilities of combinations of TFs by using regression
trees as a compact representation of these probabilities.

Structural biology

Structural biology is another field of application of decision trees. The prediction of protein secondary
structure has a long history in bioinformatics, and numerous algorithms have been proposed to solve
this problem. For example, Selbig et al. used decision trees to combine the predictions of 10 existing
methods, thereby outperforming all of these individual methods.85

Tree-based methods have also been used to predict specific types of structural elements in proteins.
Siepen et al86 used a pruned C4.5 decision tree and a support vector machine to predict exposed edges of
β-strands, a structural element that has been linked to protein aggregation and neurodegenerative disor-
ders. The two methods achieved the same prediction accuracy, but they remarked that the interpretable
rules generated by the decision tree were in close agreement with knowledge about protein structure.
In another study, two tree-based algorithms were used for the prediction of the DNA-binding structural
motif helix-turn-helix. A single decision tree model was used to get insight on the structural features
associated with DNA-binding, while a more accurate but less interpretable model based on boosted
(with AdaBoost) decision stumps was used to scan a whole database to find new proteins of this class.87
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Image and video analysis

More and more, the acquisition of images or videos becomes a tool of choice for recording experiments
in the context of systems biology. Indeed, in the recent literature, one can observe a significant trend
of works exploiting various kinds of image acquisition and image analysis techniques in systems biology
but also in medicine.88–90

One of the main problems in this context is to extract quantitative information from images and
videos in a reproducible and automatic way, so as to allow statistical assessments of the significance of
biological effects. For example, methods need to be designed for the automatic detection, classification,
counting, quantification, and monitoring of various biological entities (molecules, cells, tissues) within
such images. Since there is a large diversity of problems stemming from the diversity of biological objects
and imaging modalities, machine learning approaches are a method of choice to design such systems in
an effective and mostly automated way.

This field of applications is only at its very early stage of development but has a great future. To
give some ideas about the possibilities, we refer the reader to some recent publications in this field which
are based on the use of decision tree-based methods in this context.91–93
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