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Objective of the course

Introduce mathematical topics and methods useful 
for a wide range of engineering applications:

• Partial Differential Equations (PDEs), including 
simple numerical methods

• Linear algebra complements: subspace methods 
and Singular Value Decomposition (SVD)
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Organization

Schedule
• Theory: Friday 1:45 PM - 3:45 PM 

B4 A604, B31 De Méan, B7a A500 – Check your 
calendars!

• Exercises: Friday 4 PM – 5:45 PM (B5b) – Except 
Today and October 18th

Course website with the latest information, slides and 
exercise booklet in PDF format: 
http://people.montefiore.ulg.ac.be/geuzaine/MATH0504

Videos (Theory 2020) are available on eCampus

Written exam in January (theory + exercises)
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Textbooks

1. Strauss, W. (2008). 
Partial Differential 
Equations: An 
Introduction, Wiley.

2. Trefethen, L.N. & 
Bau, D. (1997). 
Numerical Linear 
Algebra, SIAM.
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Part I

Introduction to Partial Differential Equations

5



Lecture 1 Introduction

Mathématiques appliquées (MATH0504-1)
B. Dewals, C. Geuzaine
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Partial Differential Equations (PDEs)

The understanding of the fundamental processes 
of the natural world is based to a large extent on 
partial differential equations:

• deformation and vibration of solids

• fluids flow

• dispersion of chemicals

• heat diffusion

• radiation of electromagnetic waves

• structure of molecules

• interactions of photons and electrons …
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Partial Differential Equations (PDEs)

Partial differential equations also play a central role 
in modern mathematics, especially in geometry 
and analysis.

The availability of powerful computers is gradually 
shifting the emphasis in PDEs away from the 
analytical computation of solutions and toward 
both their numerical analysis and the qualitative 
theory.
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Partial Differential Equations (PDEs)

In this course we will 

• motivate with physics but then do mathematics,

• focus on three classical equations,
All key ideas can be understood from them!

• consider one spatial dimension before 
extending to two and three dimensions 
with their more complicated geometries,

• address problems without boundaries 
before bringing in boundary conditions.
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Learning objectives of this class

Learn elementary properties of PDEs

Solve simple first-order linear PDEs

Understand the link between some classical PDEs 
and the modelling of physical phenomena
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Outline What is a partial differential equation?

First-order linear equations

Flows, vibrations and diffusions



1 – What is a Partial Differential Equation?
Definition of a PDE
Linear vs. nonlinear, homogeneous vs. inhomogeneous
Examples
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What is a PDE?

Let                 denote independent variables and let     
u denote a dependent variable that is an unknown 
function of these variables, i.e.                       .
A PDE is an identity that relates the independent 
variables, the dependent variable u, and the partial 
derivatives of u.
We will often denote the derivatives by subscripts, 
thus e.g.                       .
A solution of a PDE is a function                       that 
satisfies the equation identically, at least in some 
region of the variables. 
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WHERE PDEs
COME FROM

After thinking about the meaning of a partial differential equation, we will
flex our mathematical muscles by solving a few of them. Then we will see
how naturally they arise in the physical sciences. The physics will motivate
the formulation of boundary conditions and initial conditions.

1.1 WHAT IS A PARTIAL DIFFERENTIAL EQUATION?

The key defining property of a partial differential equation (PDE) is that there
is more than one independent variable x, y, . . . . There is a dependent variable
that is an unknown function of these variables u(x, y, . . . ). We will often
denote its derivatives by subscripts; thus ∂u/∂x = ux , and so on. A PDE is an
identity that relates the independent variables, the dependent variable u, and
the partial derivatives of u. It can be written as

F(x, y, u(x, y), ux (x, y), uy(x, y)) = F(x, y, u, ux , uy) = 0. (1)

This is the most general PDE in two independent variables of first order. The
order of an equation is the highest derivative that appears. The most general
second-order PDE in two independent variables is

F(x, y, u, ux , uy, uxx , uxy, uyy) = 0. (2)

A solution of a PDE is a function u(x, y, . . . ) that satisfies the equation
identically, at least in some region of the x, y, . . . variables.

When solving an ordinary differential equation (ODE), one sometimes
reverses the roles of the independent and the dependent variables—for in-

stance, for the separable ODE
du
dx

= u3. For PDEs, the distinction between

the independent variables and the dependent variable (the unknown) is always
maintained.

1
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Examples with two independent variables2 CHAPTER 1 WHERE PDEs COME FROM

Some examples of PDEs (all of which occur in physical theory) are:

1. ux + uy = 0 (transport)
2. ux + yuy = 0 (transport)
3. ux + uuy = 0 (shock wave)
4. uxx + uyy = 0 (Laplace’s equation)

5. utt − uxx + u3 = 0 (wave with interaction)
6. ut + uux + uxxx = 0 (dispersive wave)
7. utt + uxxxx = 0 (vibrating bar)
8. ut − iuxx = 0 (i =

√
−1) (quantum mechanics)

Each of these has two independent variables, written either as x and y or
as x and t. Examples 1 to 3 have order one; 4, 5, and 8 have order two; 6 has
order three; and 7 has order four. Examples 3, 5, and 6 are distinguished from
the others in that they are not “linear.” We shall now explain this concept.

Linearity means the following. Write the equation in the form lu = 0,
wherel is an operator. That is, if v is any function,lv is a new function. For
instance, l = ∂/∂x is the operator that takes v into its partial derivative vx .
In Example 2, the operator l is l = ∂/∂x + y∂/∂y. (lu = ux + yuy.) The
definition we want for linearity is

l(u + v) = lu + lv l(cu) = clu (3)

for any functions u, v and any constant c. Whenever (3) holds (for all choices
of u, v, and c), l is called linear operator. The equation

lu = 0 (4)

is called linear if l is a linear operator. Equation (4) is called a homogeneous
linear equation. The equation

lu = g, (5)

where g ̸= 0 is a given function of the independent variables, is called an
inhomogeneous linear equation. For instance, the equation

(cos xy2)ux − y2uy = tan(x2 + y2) (6)

is an inhomogeneous linear equation.
As you can easily verify, five of the eight equations above are linear

as well as homogeneous. Example 5, on the other hand, is not linear because
although (u + v)xx = uxx + vxx and (u + v)t t = utt + vt t satisfy property (3),
the cubic term does not:

(u + v)3 = u3 + 3u2v + 3uv2 + v3 ̸= u3 + v3.
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Order of a PDE

The order of a PDE is the highest derivative that 
appears in the equation.

Most general first order PDE in two independent 
variables:

Most general second order PDE in two independent 
variables:
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Linear vs. nonlinear PDEs

Write the equation in the form                , where      
is an operator and g is a function of the 
independent variables (or zero).

A PDE is linear if

for any functions u, v and any constant c.

If one or both conditions do not hold, the PDE is 
nonlinear.

We will mostly study linear PDEs (often with 
constant coefficients).

2 CHAPTER 1 WHERE PDEs COME FROM
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Homogeneous vs. inhomogeneous PDEs

If       is a linear operator, the equation 

is called a homogeneous linear equation.

The equation

where              is a given function of the 
independent variables, is called an inhomogeneous
linear equation.
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2. ux + yuy = 0 (transport)
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the others in that they are not “linear.” We shall now explain this concept.

Linearity means the following. Write the equation in the form lu = 0,
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where g ̸= 0 is a given function of the independent variables, is called an
inhomogeneous linear equation. For instance, the equation

(cos xy2)ux − y2uy = tan(x2 + y2) (6)
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As you can easily verify, five of the eight equations above are linear

as well as homogeneous. Example 5, on the other hand, is not linear because
although (u + v)xx = uxx + vxx and (u + v)t t = utt + vt t satisfy property (3),
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1.1 WHAT IS A PARTIAL DIFFERENTIAL EQUATION? 5

EXERCISES

1. Verify the linearity and nonlinearity of the eight examples of PDEs given
in the text, by checking whether or not equations (3) are valid.

2. Which of the following operators are linear?
(a) lu = ux + xuy
(b) lu = ux + uuy
(c) lu = ux + u2

y
(d) lu = ux + uy + 1
(e) lu =

√
1 + x2 (cos y)ux + uyxy − [arctan(x/y)]u

3. For each of the following equations, state the order and whether it
is nonlinear, linear inhomogeneous, or linear homogeneous; provide
reasons.
(a) ut − uxx + 1 = 0
(b) ut − uxx + xu = 0
(c) ut − uxxt + uux = 0
(d) utt − uxx + x2 = 0
(e) iut − uxx + u/x = 0
(f) ux (1 + u2

x )−1/2 + uy(1 + u2
y)−1/2 = 0

(g) ux + eyuy = 0
(h) ut + uxxxx +

√
1 + u = 0

4. Show that the difference of two solutions of an inhomogeneous linear
equation lu = g with the same g is a solution of the homogeneous
equation lu = 0.

5. Which of the following collections of 3-vectors [a, b, c] are vector
spaces? Provide reasons.
(a) The vectors with b = 0.
(b) The vectors with b = 1.
(c) The vectors with ab = 0.
(d) All the linear combinations of the two vectors [1, 1, 0] and [2, 0, 1].
(e) All the vectors such that c − a = 2b.

6. Are the three vectors [1, 2, 3], [−2, 0, 1], and [1, 10, 17] linearly depen-
dent or independent? Do they span all vectors or not?

7. Are the functions 1 + x, 1 − x, and 1 + x + x2 linearly dependent or
independent? Why?

8. Find a vector that, together with the vectors [1, 1, 1] and [1, 2, 1], forms
a basis of R3.

9. Show that the functions (c1 + c2 sin2x + c3 cos2x) form a vector space.
Find a basis of it. What is its dimension?

10. Show that the solutions of the differential equation u′′′ − 3u′′ + 4u = 0
form a vector space. Find a basis of it.

11. Verify that u(x, y) = f (x)g(y) is a solution of the PDE uuxy = ux uy for
all pairs of (differentiable) functions f and g of one variable.

2 CHAPTER 1 WHERE PDEs COME FROM

Some examples of PDEs (all of which occur in physical theory) are:

1. ux + uy = 0 (transport)
2. ux + yuy = 0 (transport)
3. ux + uuy = 0 (shock wave)
4. uxx + uyy = 0 (Laplace’s equation)

5. utt − uxx + u3 = 0 (wave with interaction)
6. ut + uux + uxxx = 0 (dispersive wave)
7. utt + uxxxx = 0 (vibrating bar)
8. ut − iuxx = 0 (i =

√
−1) (quantum mechanics)

Each of these has two independent variables, written either as x and y or
as x and t. Examples 1 to 3 have order one; 4, 5, and 8 have order two; 6 has
order three; and 7 has order four. Examples 3, 5, and 6 are distinguished from
the others in that they are not “linear.” We shall now explain this concept.

Linearity means the following. Write the equation in the form lu = 0,
wherel is an operator. That is, if v is any function,lv is a new function. For
instance, l = ∂/∂x is the operator that takes v into its partial derivative vx .
In Example 2, the operator l is l = ∂/∂x + y∂/∂y. (lu = ux + yuy.) The
definition we want for linearity is

l(u + v) = lu + lv l(cu) = clu (3)

for any functions u, v and any constant c. Whenever (3) holds (for all choices
of u, v, and c), l is called linear operator. The equation

lu = 0 (4)

is called linear if l is a linear operator. Equation (4) is called a homogeneous
linear equation. The equation

lu = g, (5)

where g ̸= 0 is a given function of the independent variables, is called an
inhomogeneous linear equation. For instance, the equation

(cos xy2)ux − y2uy = tan(x2 + y2) (6)

is an inhomogeneous linear equation.
As you can easily verify, five of the eight equations above are linear

as well as homogeneous. Example 5, on the other hand, is not linear because
although (u + v)xx = uxx + vxx and (u + v)t t = utt + vt t satisfy property (3),
the cubic term does not:

(u + v)3 = u3 + 3u2v + 3uv2 + v3 ̸= u3 + v3.
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1.1 WHAT IS A PARTIAL DIFFERENTIAL EQUATION? 5

EXERCISES

1. Verify the linearity and nonlinearity of the eight examples of PDEs given
in the text, by checking whether or not equations (3) are valid.

2. Which of the following operators are linear?
(a) lu = ux + xuy
(b) lu = ux + uuy
(c) lu = ux + u2

y
(d) lu = ux + uy + 1
(e) lu =

√
1 + x2 (cos y)ux + uyxy − [arctan(x/y)]u

3. For each of the following equations, state the order and whether it
is nonlinear, linear inhomogeneous, or linear homogeneous; provide
reasons.
(a) ut − uxx + 1 = 0
(b) ut − uxx + xu = 0
(c) ut − uxxt + uux = 0
(d) utt − uxx + x2 = 0
(e) iut − uxx + u/x = 0
(f) ux (1 + u2

x )−1/2 + uy(1 + u2
y)−1/2 = 0

(g) ux + eyuy = 0
(h) ut + uxxxx +

√
1 + u = 0

4. Show that the difference of two solutions of an inhomogeneous linear
equation lu = g with the same g is a solution of the homogeneous
equation lu = 0.

5. Which of the following collections of 3-vectors [a, b, c] are vector
spaces? Provide reasons.
(a) The vectors with b = 0.
(b) The vectors with b = 1.
(c) The vectors with ab = 0.
(d) All the linear combinations of the two vectors [1, 1, 0] and [2, 0, 1].
(e) All the vectors such that c − a = 2b.

6. Are the three vectors [1, 2, 3], [−2, 0, 1], and [1, 10, 17] linearly depen-
dent or independent? Do they span all vectors or not?

7. Are the functions 1 + x, 1 − x, and 1 + x + x2 linearly dependent or
independent? Why?

8. Find a vector that, together with the vectors [1, 1, 1] and [1, 2, 1], forms
a basis of R3.

9. Show that the functions (c1 + c2 sin2x + c3 cos2x) form a vector space.
Find a basis of it. What is its dimension?

10. Show that the solutions of the differential equation u′′′ − 3u′′ + 4u = 0
form a vector space. Find a basis of it.

11. Verify that u(x, y) = f (x)g(y) is a solution of the PDE uuxy = ux uy for
all pairs of (differentiable) functions f and g of one variable.



2 – First-Order Linear Equations
Constant coefficient equation
Variable coefficient equation

19



Constant coefficient equation

Let us solve

where a and b are not both zero.

The quantity a ux + b uy is the directional derivative 
of u in the direction of the vector V = (a,b).

The PDE thus means that u(x,y) is constant 
along the direction of V.
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Note: equation of a line parallel to vector V

General formulation:

where m is the slope, and c the intercept.

If the line is parallel to vector V = (a,b), then the 
slope m is given by m = b / a.

Hence the equation of the line becomes:
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Constant coefficient equation

The lines parallel to V = (a, b) are described by the 
equation:

These lines are called characteristic lines.

The solution u(x,y) is constant on each 
characteristic line.
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Constant coefficient equation

On the line b x – a y = cst, the solution u takes a 

constant value, which depends on the particular 

line, i.e., on the value of the constant.

Call the constant c, 

and the value of the solution f ( c ) :
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Constant coefficient equation

We have:

Since c is arbitrary, this holds for all values of x and 
y. It follows that

is the general solution of the PDE, with f any 
function of one variable.

Moral: a PDE has arbitrary functions in its solution.

These functions need to be fixed thanks to 
auxiliary (“boundary” or “initial”) conditions.
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Example: solve 2 ut + 3 ux = 0 with the auxiliary 
condition u = sin x when t = 0

The quantity 3 ux + 2 ut is the directional derivative 
of u in the direction of the vector V = (3, 2).
This means that u(x, t) must be constant in the 
direction of V.

The lines parallel to V have the equations 

2 x – 3 t = constant.

x

t

V
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Example: solve 2 ut + 3 ux = 0 with the auxiliary 
condition u = sin x when t = 0

Thus the general solution of the PDE is

u(x, t) = f (2 x – 3 t),
where f is any function of one variable.

Auxiliary condition (initial condition)
• setting t = 0 yields the equation f (2 x) = sin x
• Letting s = 2 x yields f(s) = sin (s/2).
• Therefore, u(x, t) = sin (x – 3/2 t).

x

t

V
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Variable coefficient equation

Let us solve

This is a linear PDE, but with  a variable coefficient. 
The PDE asserts that the directional derivative of u
in the direction of the vector V = ( 1 , y ) is zero.

The curves in the x-y
plane with (1,y) as 
tangent vectors 
have slopes y.

8 CHAPTER 1 WHERE PDEs COME FROM

THE VARIABLE COEFFICIENT EQUATION

The equation

ux + yuy = 0 (4)

is linear and homogeneous but has a variable coefficient (y). We shall illustrate
for equation (4) how to use the geometric method somewhat like Example 1.

The PDE (4) itself asserts that the directional derivative in the direction
of the vector (1, y) is zero. The curves in the xy plane with (1, y) as tangent
vectors have slopes y (see Figure 3). Their equations are

dy
dx

= y
1

(5)

This ODE has the solutions
y = Cex . (6)

These curves are called the characteristic curves of the PDE (4). As C is
changed, the curves fill out the xy plane perfectly without intersecting. On
each of the curves u(x, y) is a constant because

d
dx

u(x, Cex ) = ∂u
∂x

+ Cex ∂u
∂y

= ux + yuy = 0.

Thus u(x,Cex ) = u(0, Ce0) = u(0, C) is independent of x. Putting y = Cex

and C = e−x y, we have

u(x, y) = u(0, e−xy).

It follows that

u(x, y) = f (e−xy) (7)

is the general solution of this PDE, where again f is an arbitrary function
of only a single variable. This is easily checked by differentiation using
the chain rule (see Exercise 4). Geometrically, the “picture” of the solution
u(x, y) is that it is constant on each characteristic curve in Figure 3.

Figure 3
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Variable coefficient equation

The equations of these characteristic curves are

As the value of C is varied, these curves fill the x-y
plane without intersecting.

8 CHAPTER 1 WHERE PDEs COME FROM
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Variable coefficient equation

On the paths defined by the characteristic curves 
the PDE reduces to an ordinary differential 
equation (ODE):

Hence, u = f (C), with f an arbitrary function of the 
characteristic coordinate                    .

The general solution of the PDE is thus
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Variable coefficient equation

This geometric method works nicely for any PDE of 
the form a(x, y) ux + b(x, y) uy = 0.

It reduces the solution of the PDE to the solution of 
the ODE

If the ODE can be solved, so can the PDE. Every 
solution of the PDE is constant on the solution 
curves of the ODE. 
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Alternative formulation

It is also possible to transform the following PDE 

a(x, y) ux + b(x, y) uy = 0
from the definition of the total derivative 

into the following 2 ODEs, by identification

&
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Example: solve                             with 

On the characteristic curves defined by

the PDE reduces to an ODE. Integrating, we get

The general solution of the PDE is thus

Since we are told that                   , we need             
and thus:

p
1� x2ux +uy = 0 u(0,y) = y

dy
dx

=
1p

1� x2

y = arcsinx+C

u(x,y) = f (y� arcsinx)

u(x,y) = y� arcsinx

u(0,y) = y f (y) = y

32



Alternative : solve                             with 

The 2 ODEs are 

&

Integrating, we get

&              

If we define                      , we have

&

From the characteristic line equation: 

Finally, replacing the above expression in the 
solution

p
1� x2ux +uy = 0 u(0,y) = y

u(x,y) = y� arcsinx
33

0 ( 0)=y y x

0arcsin= +y x y

2

1
1

=
-

dy
dx x

1=u C 2arcsin= +y x C

0=u y

0 arcsin= - +y x y

0=du
dx



3 – Flows, Vibrations and Diffusions
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PDE Examples from Physics

In physical problems the independent variables are 
often those of space x, y, z, and time t.
Let us look at some classical problems:

• transport of a pollutant in a fluid flow

• vibrating string

• vibrating drumhead

• diffusion of a dye in a motionless fluid

• stationary diffusion
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Simple Transport

Consider a fluid (e.g., water) flowing at a constant 
rate c along a horizontal pipe of fixed cross section 
in the positive x direction.

A substance (e.g., a pollutant) is suspended in the 
water. Let u(x, t) be its linear concentration (e.g., in 
g/cm) at time t. 

The amount of pollutant in the interval [0, b] at the 
time t is (e.g., in g): 
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1.3 FLOWS, VIBRATIONS, AND DIFFUSIONS 11

Figure 1

only. This means that the substance is transported to the right at a fixed
speed c. Each individual particle moves to the right at speed c; that
is, in the xt plane, it moves precisely along a characteristic line (see
Figure 1). !

Derivation of Equation (1). The amount of pollutant in the interval
[0, b] at the time t is M =

∫ b
0 u(x, t) dx , in grams, say. At the later time t + h,

the same molecules of pollutant have moved to the right by c · h centimeters.
Hence

M =
∫ b

0
u(x, t)dx =

∫ b+ch

ch
u(x, t + h) dx .

Differentiating with respect to b, we get

u(b, t) = u(b + ch, t + h).

Differentiating with respect to h and putting h = 0, we get

0 = cux (b, t) + ut (b, t),

which is equation (1). !

Example 2. Vibrating String
Consider a flexible, elastic homogenous string or thread of length l,
which undergoes relatively small transverse vibrations. For instance, it
could be a guitar string or a plucked violin string. At a given instant
t, the string might look as shown in Figure 2. Assume that it remains
in a plane. Let u(x, t) be its displacement from equilibrium position at
time t and position x. Because the string is perfectly flexible, the tension
(force) is directed tangentially along the string (Figure 3). Let T(x, t) be
the magnitude of this tension vector. Let ρ be the density (mass per unit
length) of the string. It is a constant because the string is homogeneous.
We shall write down Newton’s law for the part of the string between
any two points at x = x0 and x = x1. The slope of the string at x1 is

Figure 2

Simple Transport
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At the later time t + h, the same molecules of 
pollutant have moved to the right by a distance 
c h (e.g., in centimeters), i.e.,

Differentiating with respect to b, we get 

Differentiating this last result with respect to h, 
and setting h = 0, we get 
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To evaluate the derivative of these integrals

with respect to b, the Leibniz integral rule has been 
used:

Leibniz integral rule

( )
( )

( ) ( )
( )

( )

( ) ( ) ( ) ( )

, ,

, ,

b z b z

a z a z
u x z dx u x z dx
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Simple Transport

The simple transport PDE is thus                          . 

The general solution is a function of                only: 
the substance is transported to the right at a fixed 
speed c. Each individual particle moves to the right 
at speed c; in the x-t plane, each particle moves 
precisely along a characteristic line.

10 CHAPTER 1 WHERE PDEs COME FROM

3. Solve the equation (1 + x2)ux + uy = 0. Sketch some of the character-
istic curves.

4. Check that (7) indeed solves (4).
5. Solve the equation xux + yuy = 0.
6. Solve the equation

√
1 − x2ux + uy = 0 with the condition u(0, y) = y.

7. (a) Solve the equation yux + xuy = 0 with u(0, y) = e−y2
.

(b) In which region of the xy plane is the solution uniquely determined?
8. Solve aux + buy + cu = 0.
9. Solve the equation ux + uy = 1.

10. Solve ux + uy + u = ex+2y with u(x, 0) = 0.
11. Solve aux + buy = f (x, y), where f (x, y) is a given function. If a ̸= 0,

write the solution in the form

u(x, y) = (a2 + b2)
−1/2

∫

L
f ds + g(bx − ay),

where g is an arbitrary function of one variable, L is the characteristic
line segment from the y axis to the point (x, y), and the integral is a line
integral. (Hint: Use the coordinate method.)

12. Show that the new coordinate axes defined by (3) are orthogonal.
13. Use the coordinate method to solve the equation

ux + 2uy + (2x − y)u = 2x2 + 3xy − 2y2.

1.3 FLOWS, VIBRATIONS, AND DIFFUSIONS

The subject of PDEs was practically a branch of physics until the twentieth
century. In this section we present a series of examples of PDEs as they occur
in physics. They provide the basic motivation for all the PDE problems we
study in the rest of the book. We shall see that most often in physical problems
the independent variables are those of space x, y, z, and time t.

Example 1. Simple Transport
Consider a fluid, water, say, flowing at a constant rate c along a horizontal
pipe of fixed cross section in the positive x direction. A substance, say
a pollutant, is suspended in the water. Let u(x, t) be its concentration in
grams/centimeter at time t. Then

ut + cux = 0. (1)

(That is, the rate of change ut of concentration is proportional to the
gradient ux. Diffusion is assumed to be negligible.) Solving this equation
as in Section 1.2, we find that the concentration is a function of (x – ct)
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which is equation (1). !

Example 2. Vibrating String
Consider a flexible, elastic homogenous string or thread of length l,
which undergoes relatively small transverse vibrations. For instance, it
could be a guitar string or a plucked violin string. At a given instant
t, the string might look as shown in Figure 2. Assume that it remains
in a plane. Let u(x, t) be its displacement from equilibrium position at
time t and position x. Because the string is perfectly flexible, the tension
(force) is directed tangentially along the string (Figure 3). Let T(x, t) be
the magnitude of this tension vector. Let ρ be the density (mass per unit
length) of the string. It is a constant because the string is homogeneous.
We shall write down Newton’s law for the part of the string between
any two points at x = x0 and x = x1. The slope of the string at x1 is
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3. Solve the equation (1 + x2)ux + uy = 0. Sketch some of the character-
istic curves.

4. Check that (7) indeed solves (4).
5. Solve the equation xux + yuy = 0.
6. Solve the equation

√
1 − x2ux + uy = 0 with the condition u(0, y) = y.

7. (a) Solve the equation yux + xuy = 0 with u(0, y) = e−y2
.

(b) In which region of the xy plane is the solution uniquely determined?
8. Solve aux + buy + cu = 0.
9. Solve the equation ux + uy = 1.

10. Solve ux + uy + u = ex+2y with u(x, 0) = 0.
11. Solve aux + buy = f (x, y), where f (x, y) is a given function. If a ̸= 0,

write the solution in the form

u(x, y) = (a2 + b2)
−1/2

∫

L
f ds + g(bx − ay),

where g is an arbitrary function of one variable, L is the characteristic
line segment from the y axis to the point (x, y), and the integral is a line
integral. (Hint: Use the coordinate method.)

12. Show that the new coordinate axes defined by (3) are orthogonal.
13. Use the coordinate method to solve the equation

ux + 2uy + (2x − y)u = 2x2 + 3xy − 2y2.

1.3 FLOWS, VIBRATIONS, AND DIFFUSIONS

The subject of PDEs was practically a branch of physics until the twentieth
century. In this section we present a series of examples of PDEs as they occur
in physics. They provide the basic motivation for all the PDE problems we
study in the rest of the book. We shall see that most often in physical problems
the independent variables are those of space x, y, z, and time t.

Example 1. Simple Transport
Consider a fluid, water, say, flowing at a constant rate c along a horizontal
pipe of fixed cross section in the positive x direction. A substance, say
a pollutant, is suspended in the water. Let u(x, t) be its concentration in
grams/centimeter at time t. Then

ut + cux = 0. (1)

(That is, the rate of change ut of concentration is proportional to the
gradient ux. Diffusion is assumed to be negligible.) Solving this equation
as in Section 1.2, we find that the concentration is a function of (x – ct)
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Simple Transport
The simple transport PDE is thus                          . 

The general solution is a function of                only: 
the substance is transported to the right at a fixed 
speed c. Each individual particle moves to the right 
at speed c; in the xt plane, each particle moves 
precisely along a characteristic line.
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only. This means that the substance is transported to the right at a fixed
speed c. Each individual particle moves to the right at speed c; that
is, in the xt plane, it moves precisely along a characteristic line (see
Figure 1). !

Derivation of Equation (1). The amount of pollutant in the interval
[0, b] at the time t is M =

∫ b
0 u(x, t) dx , in grams, say. At the later time t + h,

the same molecules of pollutant have moved to the right by c · h centimeters.
Hence

M =
∫ b

0
u(x, t)dx =

∫ b+ch

ch
u(x, t + h) dx .

Differentiating with respect to b, we get

u(b, t) = u(b + ch, t + h).

Differentiating with respect to h and putting h = 0, we get

0 = cux (b, t) + ut (b, t),

which is equation (1). !

Example 2. Vibrating String
Consider a flexible, elastic homogenous string or thread of length l,
which undergoes relatively small transverse vibrations. For instance, it
could be a guitar string or a plucked violin string. At a given instant
t, the string might look as shown in Figure 2. Assume that it remains
in a plane. Let u(x, t) be its displacement from equilibrium position at
time t and position x. Because the string is perfectly flexible, the tension
(force) is directed tangentially along the string (Figure 3). Let T(x, t) be
the magnitude of this tension vector. Let ρ be the density (mass per unit
length) of the string. It is a constant because the string is homogeneous.
We shall write down Newton’s law for the part of the string between
any two points at x = x0 and x = x1. The slope of the string at x1 is
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Vibrating String

Consider a flexible, elastic homogenous string of 
length l, undergoing small transverse vibrations.

Let u(x, t) be its displacement from equilibrium 
position at time t and position x:

Let r be the (constant) linear density (mass per 
unit length) of the string.

1.3 FLOWS, VIBRATIONS, AND DIFFUSIONS 11

Figure 1

only. This means that the substance is transported to the right at a fixed
speed c. Each individual particle moves to the right at speed c; that
is, in the xt plane, it moves precisely along a characteristic line (see
Figure 1). !

Derivation of Equation (1). The amount of pollutant in the interval
[0, b] at the time t is M =

∫ b
0 u(x, t) dx , in grams, say. At the later time t + h,

the same molecules of pollutant have moved to the right by c · h centimeters.
Hence

M =
∫ b

0
u(x, t)dx =

∫ b+ch

ch
u(x, t + h) dx .

Differentiating with respect to b, we get

u(b, t) = u(b + ch, t + h).

Differentiating with respect to h and putting h = 0, we get

0 = cux (b, t) + ut (b, t),

which is equation (1). !

Example 2. Vibrating String
Consider a flexible, elastic homogenous string or thread of length l,
which undergoes relatively small transverse vibrations. For instance, it
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t, the string might look as shown in Figure 2. Assume that it remains
in a plane. Let u(x, t) be its displacement from equilibrium position at
time t and position x. Because the string is perfectly flexible, the tension
(force) is directed tangentially along the string (Figure 3). Let T(x, t) be
the magnitude of this tension vector. Let ρ be the density (mass per unit
length) of the string. It is a constant because the string is homogeneous.
We shall write down Newton’s law for the part of the string between
any two points at x = x0 and x = x1. The slope of the string at x1 is
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Vibrating String

Because the string is perfectly flexible, the tension 
(force) is directed tangentially along the string:

Let us denote by T(x, t) the magnitude of this 
tension vector and let us write Newton’s law for 
the part of the string between x0 and x1.
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Figure 3

ux(x1, t). Newton’s law F = ma in its longitudinal (x) and transverse (u)
components is

T
√

1 + u2
x

∣∣∣∣
x1

x0

= 0 (longitudinal)

T ux√
1 + u2

x

∣∣∣∣
x1

x0

=
∫ x1

x0

ρutt dx (transverse)

The right sides are the components of the mass times the acceleration
integrated over the piece of string. Since we have assumed that the
motion is purely transverse, there is no longitudinal motion.

Now we also assume that the motion is small—more specifically,
that |ux | is quite small. Then

√
1 + u2

x may be replaced by 1. This is
justified by the Taylor expansion, actually the binomial expansion,

√
1 + u2

x = 1 + 1
2 u2

x + · · ·

where the dots represent higher powers of ux. If ux is small, it makes
sense to drop the even smaller quantity u2

x and its higher powers. With
the square roots replaced by 1, the first equation then says that T is
constant along the string. Let us assume that T is independent of t as
well as x. The second equation, differentiated, says that

(Tux )x = ρutt .

That is,

utt = c2uxx where c =
√

T
ρ

. (2)

This is the wave equation. At this point it is not clear why c is defined
in this manner, but shortly we’ll see that c is the wave speed. !

Strauss PDEs 2e: Section 1.3 - Exercise 1 Page 1 of 6

Exercise 1

Carefully derive the equation of a string in a medium in which the resistance is proportional to
the velocity.

Solution

There are two ways (among others) to go about this problem. One is the integral formulation,
where we consider the forces acting over a finite portion of the string. The other is the differential
formulation, where we consider the forces acting on an infinitesimal element of the string. In both
cases we come to the same governing PDE, so use whichever you prefer.

The Integral Formulation

Figure 1: Schematic of the string (integral formulation).

In order to derive the equation of motion, we will invoke Newton’s second law, which states that
the sum of the forces acting on a body is equal to its mass times its acceleration. Mathematically
this is written as X

F = ma.

Note that this is a vector equation; in other words, there is a separate equation for each
component of force and corresponding component of acceleration. For this problem we will choose
the coordinate system as shown in the figure, so there are two equations of significance.

X
Fx = max

X
Fu = mau

There are two forces acting on this string, T at x = x0 and T at x = x1, in addition to the
resistive force of the medium. The motion of the string is entirely vertical, which means there is
no horizontal component of acceleration (ax = 0). Hence, the resistive force of the medium will
only act vertically. The tensions, on the other hand, have components in both the x-direction and
u-direction and have to be resolved using cosine and sine, respectively.

Horizontal component of T at x = x0: �T cos ✓0

Horizontal component of T at x = x1: +T cos ✓1

Vertical component of T at x = x0: �T sin ✓0

Vertical component of T at x = x1: +T sin ✓1,

www.stemjock.com
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Vibrating String

We have                      , i.e., in the x-u coordinate 
system (with the x-component of     = 0 since we 
assume purely transversal vibrations):

with      and      the angles 
between the tension 
vector and the x-axis 
at x0 and x1, respectively.
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Vibrating String

Since           is equal to the slope              , we have

and thus
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constant along the string. Let us assume that T is independent of t as
well as x. The second equation, differentiated, says that
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That is,
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This is the wave equation. At this point it is not clear why c is defined
in this manner, but shortly we’ll see that c is the wave speed. !

✓

tanq

cosq =
1p

1+u2
x

sinq =
uxp

1+u2
x
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Vibrating String

Assuming that the motion is small, i.e.

the first equation leads to:

i.e., the tension T is constant along the string.
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Vibrating String

Assuming that the motion is small, i.e.

the second equation leads to:

This leads us to a second order PDE: 
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Vibrating String

Since T is independent of x, we can rewrite the 
equation as:

with

This is the wave equation.

We will see in Lecture 2 that c is the wave speed.
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Vibrating Drumhead

The two-dimensional version of a string is an 
elastic, flexible membrane stretched over a frame 
(a homogeneous drumhead).

Say the frame lies in the x-y plane, with u(x, y, t) 
the vertical displacement (there is no horizontal 
motion).

1.3 FLOWS, VIBRATIONS, AND DIFFUSIONS 13

There are many variations of this equation:

(i) If significant air resistance r is present, we have an extra term pro-
portional to the speed ut, thus:

utt − c2uxx + rut = 0 where r > 0. (3)

(ii) If there is a transverse elastic force, we have an extra term propor-
tional to the displacement u, as in a coiled spring, thus:

utt − c2uxx + ku = 0 where k > 0. (4)

(iii) If there is an externally applied force, it appears as an extra term,
thus:

utt − c2uxx = f (x, t), (5)

which makes the equation inhomogeneous.

Our derivation of the wave equation has been quick but not too precise. A
much more careful derivation can be made, which makes precise the physical
and mathematical assumptions [We, Chap. 1].

The same wave equation or a variation of it describes many other wavelike
phenomena, such as the vibrations of an elastic bar, the sound waves in a pipe,
and the long water waves in a straight canal. Another example is the equation
for the electrical current in a transmission line,

uxx = CLutt + (CR + GL)ut + GRu,

where C is the capacitance per unit length, G the leakage resistance per unit
length, R the resistance per unit length, and L the self-inductance per unit
length.

Example 3. Vibrating Drumhead
The two-dimensional version of a string is an elastic, flexible, homo-
geneous drumhead, that is, a membrane stretched over a frame. Say
the frame lies in the xy plane (see Figure 4), u(x, y, t) is the vertical

Figure 4
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Vibrating Drumhead

The horizontal components of Newton’s law again 
give constant tension T.

Let D be any domain in the x-y plane (e.g., a circle 
or a rectangle). Let bdy D be its boundary curve. 
The vertical component gives (like 1D string case):

where                            is the directional derivative in 
the outward normal direction, n being the unit 
outward normal vector on bdy D. 
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displacement, and there is no horizontal motion. The horizontal com-
ponents of Newton’s law again give constant tension T . Let D be any
domain in the xy plane, say a circle or a rectangle. Let bdy D be its
boundary curve. We use reasoning similar to the one-dimensional case.
The vertical component gives (approximately)

F =
∫

bdy D
T

∂u
∂n

ds =
∫∫

D

ρutt dx dy = ma,

where the left side is the total force acting on the piece D of the mem-
brane, and where ∂u/∂n = n · ∇u is the directional derivative in the
outward normal direction, n being the unit outward normal vector on
bdy D. By Green’s theorem (see Section A.3 in the Appendix), this can
be rewritten as

∫∫

D

∇ · (T ∇u) dx dy =
∫∫

D

ρutt dx dy.

Since D is arbitrary, we deduce from the second vanishing theorem in
Section A.1 that ρutt = ∇ · (T ∇u). Since T is constant, we get

utt = c2∇ · (∇u) ≡ c2(uxx + uyy), (6)

where c =
√

T/ρ as before and ∇ · (∇u) = div grad u = uxx + uyy is
known as the two-dimensional laplacian. Equation (6) is the two-
dimensional wave equation. !

The pattern is now clear. Simple three-dimensional vibrations obey the
equation

utt = c2(uxx + uyy + uzz). (7)

The operator l = ∂2/∂x2 + ∂2/∂y2 + ∂/∂z2 is called the three-dimensional
laplacian operator, usually denoted by # or ∇2. Physical examples described
by the three-dimensional wave equation or a variation of it include the vi-
brations of an elastic solid, sound waves in air, electromagnetic waves (light,
radar, etc.), linearized supersonic airflow, free mesons in nuclear physics, and
seismic waves propagating through the earth.

Example 4. Diffusion
Let us imagine a motionless liquid filling a straight tube or pipe and
a chemical substance, say a dye, which is diffusing through the liquid.
Simple diffusion is characterized by the following law. [It is not to
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There are many variations of this equation:
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Our derivation of the wave equation has been quick but not too precise. A
much more careful derivation can be made, which makes precise the physical
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Figure 4
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Vibrating Drumhead

Using the Gauss theorem, we get

Since D is arbitrary, we have                                  .
Since T is constant, we eventually get:

where                      as before: this is the 2D wave 
equation. 
The operator                                                            is 
known as the 2D Laplacian.
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where C is the capacitance per unit length, G the leakage resistance per unit
length, R the resistance per unit length, and L the self-inductance per unit
length.

Example 3. Vibrating Drumhead
The two-dimensional version of a string is an elastic, flexible, homo-
geneous drumhead, that is, a membrane stretched over a frame. Say
the frame lies in the xy plane (see Figure 4), u(x, y, t) is the vertical

Figure 4
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displacement, and there is no horizontal motion. The horizontal com-
ponents of Newton’s law again give constant tension T . Let D be any
domain in the xy plane, say a circle or a rectangle. Let bdy D be its
boundary curve. We use reasoning similar to the one-dimensional case.
The vertical component gives (approximately)

F =
∫

bdy D
T

∂u
∂n

ds =
∫∫

D

ρutt dx dy = ma,

where the left side is the total force acting on the piece D of the mem-
brane, and where ∂u/∂n = n · ∇u is the directional derivative in the
outward normal direction, n being the unit outward normal vector on
bdy D. By Green’s theorem (see Section A.3 in the Appendix), this can
be rewritten as

∫∫

D

∇ · (T ∇u) dx dy =
∫∫

D

ρutt dx dy.

Since D is arbitrary, we deduce from the second vanishing theorem in
Section A.1 that ρutt = ∇ · (T ∇u). Since T is constant, we get

utt = c2∇ · (∇u) ≡ c2(uxx + uyy), (6)

where c =
√

T/ρ as before and ∇ · (∇u) = div grad u = uxx + uyy is
known as the two-dimensional laplacian. Equation (6) is the two-
dimensional wave equation. !

The pattern is now clear. Simple three-dimensional vibrations obey the
equation

utt = c2(uxx + uyy + uzz). (7)

The operator l = ∂2/∂x2 + ∂2/∂y2 + ∂/∂z2 is called the three-dimensional
laplacian operator, usually denoted by # or ∇2. Physical examples described
by the three-dimensional wave equation or a variation of it include the vi-
brations of an elastic solid, sound waves in air, electromagnetic waves (light,
radar, etc.), linearized supersonic airflow, free mesons in nuclear physics, and
seismic waves propagating through the earth.

Example 4. Diffusion
Let us imagine a motionless liquid filling a straight tube or pipe and
a chemical substance, say a dye, which is diffusing through the liquid.
Simple diffusion is characterized by the following law. [It is not to
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Wave Equation in Three Dimensions

The pattern is now clear. Simple three-dimensional 
vibrations obey the equation: 

The operator                                                              is called 
the three-dimensional Laplacian operator, usually 
denoted by       or       .
Physical examples described by the 3D wave equation 
or a variation of it include the vibrations of an elastic 
solid, sound waves in air, electromagnetic waves, 
linearized supersonic airflow, free mesons in nuclear 
physics, seismic waves propagating through the earth…
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Diffusion

Imagine a motionless liquid filling a straight pipe 
and a chemical dye, which is diffusing through the 
liquid. 

The dye moves from regions of higher concentration 
to regions of lower concentration. The rate of 
motion is proportional to the concentration 
gradient. (This is known as Fick’s law of diffusion.) 

Let u(x, t) be the concentration (mass per unit 
length) of the dye at position x of the pipe at time t. 
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Diffusion

In the section of pipe from x0 to x1, the mass of dye 
is 

The mass in this section of the pipe cannot change 
except by flowing in or out at its ends.

By Fick’s law:

where k is a proportionality constant.

1.3 FLOWS, VIBRATIONS, AND DIFFUSIONS 15

Figure 5

be confused with convection (transport), which refers to currents in
the liquid.] The dye moves from regions of higher concentration to
regions of lower concentration. The rate of motion is proportional to the
concentration gradient. (This is known as Fick’s law of diffusion.) Let
u(x, t) be the concentration (mass per unit length) of the dye at position
x of the pipe at time t.

In the section of pipe from x0 to x1 (see Figure 5), the mass of dye is

M(t) =
∫ x1

x0

u(x, t) dx, so
dM
dt

=
∫ x1

x0

ut (x, t) dx .

The mass in this section of pipe cannot change except by flowing in or
out of its ends. By Fick’s law,

dM
dt

= flow in − flow out = kux (x1, t) − kux (x0, t),

where k is a proportionality constant. Therefore, those two expressions
are equal:

∫ x1

x0

ut (x, t) dx = kux (x1, t) − kux (x0, t).

Differentiating with respect to x1, we get

ut = kuxx . (8)

This is the diffusion equation.
In three dimensions we have

∫∫∫

D

ut dx dy dz =
∫∫

bdy D

k(n · ∇u) d S,

where D is any solid domain and bdy D is its bounding surface. By the
divergence theorem (using the arbitrariness of D as in Example 3), we
get the three-dimensional diffusion equation

ut = k(uxx + uyy + uzz) = k !u. (9)

If there is an external source (or a “sink”) of the dye, and if the rate
k of diffusion is a variable, we get the more general inhomogeneous
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Diffusion

We thus have

leading to

which is the diffusion equation.

Z x1

x0
ut(x, t)dx = kux(x1, t)� kux(x0, t) =

Z x1

x0

∂
∂x

(kux)dx
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Diffusion in Three Dimensions

In three dimensions we have 

where D is any solid domain and bdy D is its 
bounding surface. 

By the divergence theorem, we get the three-
dimensional diffusion equation 
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Diffusion in Three Dimensions

If there is an external source (or a “sink”) of the 
dye, and if the rate k of diffusion is a variable, we 
get the more general inhomogeneous equation 

The same equation describes the conduction of 
heat, brownian motion, diffusion models of 
population dynamics, and many other phenomena.

16 CHAPTER 1 WHERE PDEs COME FROM

equation

ut = ∇ · (k ∇u) + f (x, t).

The same equation describes the conduction of heat, brownian motion,
diffusion models of population dynamics, and many other phenomena.

!

Example 5. Heat Flow
We let u(x, y, z, t) be the temperature and let H(t) be the amount of heat
(in calories, say) contained in a region D. Then

H (t) =
∫∫∫

D

cρu dx dy dz,

where c is the “specific heat” of the material and ρ is its density (mass
per unit volume). The change in heat is

dH
dt

=
∫∫∫

D

cρut dx dy dz.

Fourier’s law says that heat flows from hot to cold regions proportion-
ately to the temperature gradient. But heat cannot be lost from D except
by leaving it through the boundary. This is the law of conservation of
energy. Therefore, the change of heat energy in D also equals the heat
flux across the boundary,

dH
dt

=
∫∫

bdy D

κ(n · ∇u) dS,

where κ is a proportionality factor (the “heat conductivity”). By the
divergence theorem,

∫∫∫

D

cρ
∂u
∂t

dx dy dz =
∫∫∫

D

∇ · (κ ∇u) dx dy dz

and we get the heat equation

cρ
∂u
∂t

= ∇ · (κ ∇u). (10)

If c,ρ, andκ are constants, it is exactly the same as the diffusion equation!
!

Example 6. Stationary Waves and Diffusions
Consider any of the four preceding examples in a situation where the
physical state does not change with time. Then ut = utt = 0. So both
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Laplace Equation

Consider the wave and the diffusion equations in a 
situation where the physical state does not change 
with time.

Then ut = utt = 0 and both the wave and the 
diffusion equations reduce to

This is called the Laplace equation. Its solutions are 
called harmonic functions.

1.3 FLOWS, VIBRATIONS, AND DIFFUSIONS 17

the wave and the diffusion equations reduce to

!u = uxx + uyy + uzz = 0. (11)

This is called the Laplace equation. Its solutions are called harmonic
functions. For example, consider a hot object that is constantly heated
in an oven. The heat is not expected to be evenly distributed throughout
the oven. The temperature of the object eventually reaches a steady (or
equilibrium) state. This is a harmonic function u(x, y, z). (Of course, if
the heat were being supplied evenly in all directions, the steady state
would be u ≡ constant.) In the one-dimensional case (e.g., a laterally
insulated thin rod that exchanges heat with its environment only through
its ends), we would have u a function of x only. So the Laplace equation
would reduce simply to uxx = 0. Hence u = c1x + c2. The two- and
three-dimensional cases are much more interesting (see Chapter 6 for
the solutions). !

Example 7. The Hydrogen Atom
This is an electron moving around a proton. Let m be the mass of the
electron, e its charge, and h Planck’s constant divided by 2π . Let the
origin of coordinates (x, y, z) be at the proton and let r = (x2 + y2 + z2)1/2

be the spherical coordinate. Then the motion of the electron is given by
a “wave function” u(x, y, z, t) which satisfies Schrödinger’s equation

−ihut = h2

2m
!u + e2

r
u (12)

in all of space −∞ < x,y,z < +∞. Furthermore, we are supposed to
have

∫∫∫
|u|2dx dy dz = 1 (integral over all space). Note that i =

√
−1

and u is complex-valued. The coefficient function e2/r is called the po-
tential. For any other atom with a single electron, such as a helium ion,
e2 is replaced by Ze2, where Z is the atomic number. !

What does this mean physically? In quantum mechanics quantities cannot
be measured exactly but only with a certain probability. The wave function
u(x, y, z, t) represents a possible state of the electron. If D is any region in xyz
space, then

∫∫∫

D

|u|2 dx dy dz

is the probability of finding the electron in the region D at the time t. The
expected z coordinate of the position of the electron at the time t is the value
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Take-home messages

• General solutions of PDEs involve arbitrary 
functions ; well-posed problems require the 
prescription of initial and/or boundary 
conditions.

• Simple first-order linear PDEs can be recasted as 
ODEs; their solution is constant along 
characteristic curves (for homogeneous PDE).

• The wave, diffusion and Laplace equations are 
representative of the three main families of 
second-order PDEs: hyperbolic, parabolic and 
elliptic.
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Next lecture

Initial and boundary conditions

Well-posed problems

Classification of PDEs
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