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VLAs Struggle to Search

How to act optimally from limited sensing?

Active Perception (AP): Move sensor around
to improve perception.

VLA:s fail to find
objects placed out of
vView.

Inefficient search, with
meandering behavior.

How to teach Active Perception to VLAS?

Asymmetric Advantage Weighted

Regression (AAWR)
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versatile weighted BC approach, to POMDPs

Prove AWR needs privileged state info to
converge to optimal POMDP policy
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active perception policy pi0 policy

Train AP policy to find good viewpoints, then
switch to VLA policy

Privileged info / reward: object detector outputs
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Experiments

€ Method Bookshelf-P Bookshelf-D Shelf-Cabinet Complex
4 Search Completion Steps | Search Completion Steps | Search Completion Steps | Search Completion  Steps
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AAWR 92.4 44.4 36.6 | 81.3 44.4 269 | 78.2 40.0 463 | 132 50.0 43.0
AWR 79.6 0.0 34.0 | 62.6 16.7 302 | 523 10.0 380 | 332 40.0 67.0
BC 299 20.0 84.0 47.7 16.7 22.5 28.1 15.0 1250 | 315 15.0 77.0
To 11.0 16.7 2633 | 66.7 333 229.7 | 10.0 10.0 280.0 | 29.6 20.0 2525
Exhaustive  64.2 44.0 105.4 | 96.0 222 106.7 | 52.8 45.0 183.0 | 78.2 30.0 297.0
VLM+mq 314 27.8 3223 | 332 16.7 281.8 | 28.2 15.0 3820 | 148 10.0 374.7

With ~50 demos, AAWR outperforms RL/IL/ TAMP
approaches in search quality, VLA success, and time.

Wrist Cam 3D
reconstruction
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AAWR locates and fixates on the
target object, but baselines fail.

See paper for more experiments;
offline-to-online RL in real world!

AWR

Method Grasp % Pick %
BC 47 41
Off. AWR 65 62
On. AWR 71 55
Off. AAWR (ours) 88 71
On. AAWR (ours) 94 89

Active Perception Koch Blind Pick

Camouflage Pick Fully Ob. Pick

Takeaway: Efficiently train AP policies in real world by
using privileged value networks to supervise the policy.
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