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VLAs Struggle to Search

VLAs fail to find 
objects placed out of 
view.

Inefficient search, with 
meandering behavior.

How to act optimally from limited sensing?

Active Perception (AP): Move sensor around 
to improve perception.

How to teach Active Perception to VLAs? 

Top half of scene 
never scanned!

Experiments

Extend Advantage Weighted Regression1,2

versatile weighted BC approach, to POMDPs

Prove AWR needs privileged state info to 
converge to optimal POMDP policy

Train AP policy to find good viewpoints, then 
switch to VLA policy

With ~50 demos, AAWR outperforms RL/IL/TAMP 
approaches  in search quality, VLA success, and time.

Wrist Cam 3D 
reconstruction

AAWR locates and fixates on the 
target object, but baselines fail.

See paper for more experiments; 
offline-to-online RL in real world!

Takeaway: Efficiently train AP policies in real world by 
using privileged value networks to supervise the policy.Privileged info / reward: object detector outputs
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Asymmetric Advantage Weighted 
Regression (AAWR)
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