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Outline
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Machine	Learning:	definition

Two definitions:
l Machine Learning is concerned with the design, the analysis, 

and the application of algorithms that allow computers to learn
l A	computer	learns	if	it	improves	its	performance	at	some	task	

with	experience	(i.e.,	by	collecting	data)

l Machine Learning is concerned with the design, the analysis, 
and the application of algorithms to extract	a	model	of	a	system	
from	the	sole	observation	(or	the	simulation)	of	this	system	in	some	
situations	(i.e.,	by	collecting	data).

l A	model	can	be	any	relationship	between	the	variables	used	to	
describe	the	system.

l Two	main	goals:	make	predictions	and	better	understand	the	
system
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Machine	learning:	when	?
l Learning is useful when: 

l Human expertise does not exist
navigating on Mars

l Humans are unable to explain their expertise
speech recognition 

l Solution changes in time
routing on a computer network

l Solution needs to be adapted to particular cases
user biometrics

l Example: 
l It is easier to write a program that learns to play checkers or 

backgammon well by self-play rather than converting the 
expertise of a master player to a program.
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Applications:	recommendation	system
l Netflix	prize:	predict	how	much	someone	is	going	to	love	a	
movie	based	on	his	movies	preferences

l Data:	over	100	million	ratings	that	over	480,000	users	gave	to	
nearly	18,000	movies

l Reward:	$1,000,000	dollars	if	10%	improvement	with	respect	to	
Netflix's	system	in	2006	(two	teams	succeeded	in	2009)

http://www.netflixprize.com
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Applications:	robotics
Machine	learning	is	a	core	technology	within	robotics:

l To	better	sense	the	environment	(computer	vision,	sound	
recognition…)

l To	decide	on	which	sequence	of	actions	to	take	to	perform	a	given	
task	(reinforcement	learning,	imitation	learning…)
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Applications:	credit	risk	analysis

l Data:

l Logical	rules	automatically	learned	from	data:



Some applications	at ULg



Some applications	at ULg



Some applications	at ULg

(Collaboration	with	US	company	CellSolutions	and	PEPITe)

Problem
• Early diagnosis of disease 
based on cytological tests
• Improve detection of rare 
abnormal cells among tens of 
thousands of normal cells

Approach
• Pathologists collect a database 
of normal and abnormal cells
• Automatically learn a cell 
classification model
• Scan whole-slide digital images 
(>= 40000 x 40000 pixels) and 
rank most suspicious ones for 
expert review

Computer-aided cytology
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Other	applications
l Machine	learning	has	a	wide	spectrum	of	applications	
including:

l Retail:	Market	basket	analysis,	Customer	relationship	
management	(CRM)	

l Finance:	Credit	scoring,	fraud	detection	
l Manufacturing:	Optimization,	troubleshooting	
l Power	systems:	monitoring,	control
l Medicine:	Medical	diagnosis	
l Telecommunications:	Quality	of	service	optimization,	routing	
l Bioinformatics:	Motifs,	alignment,	network	inference	
l Web	mining:	Search	engines	
l ...
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Related fields

l Artificial	Intelligence:	smart	algorithms	

l Statistics:	inference	from	a	sample	

l Computer	Science:	efficient	algorithms	and	complex	
models

l Systems	and	control:	analysis,	modeling,	and	control	of	
dynamical	systems

l Data	Mining/data	science:	searching	through	large	volumes	
of	data
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One	part	of	the	data	
mining	process

Problem definition

Raw data

Preprocessed data

Preprocessing

Data generation

Machine
learning

Hypothesis

Validation

Knowledge/Predictive model

l Each	step	generates	many	questions:

l Data	generation:	data	types,	sample	
size,	online/offline...

l Preprocessing:	normalization,	missing	
values,	feature	selection/extraction...

l Machine	learning:	hypothesis,	choice	of	
learning	paradigm/algorithm...

l Hypothesis	validation:	cross-validation,	
model	deployment...
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Glossary
l Data=a	table	(dataset,	database,	sample)

l Objects:	samples,	patients,	documents,	images...

l Variables:	genes,	proteins,	words,	pixels...

VAR 1 VAR 2 VAR 3 VAR 4 VAR 5 VAR 6 VAR 7 VAR 8 VAR 9 VAR 10 VAR 11 ...
Object 1 0 1 2 0 1 1 2 1 0 2 0 ...
Object 2 2 1 2 0 1 1 0 2 1 0 2 ...
Object 3 0 0 1 0 1 1 2 0 2 1 2 ...
Object 4 1 1 2 2 0 0 0 1 2 1 1 ...
Object 5 0 1 0 2 1 0 2 1 1 0 1 ...
Object 6 0 1 2 1 1 1 1 1 1 1 1 ...
Object 7 2 1 0 1 1 2 2 2 1 1 1 ...
Object 8 2 2 1 0 0 0 1 1 1 1 2 ...
Object 9 1 1 0 1 0 0 0 0 1 2 1 ...
Object 10 1 2 2 0 1 0 1 2 1 0 1 ...

... ... ... ... ... ... ... ... ... ... ... ... ...

Objects (samples, observations, 
individuals, examples, patterns)

Variables (attributes, features) = 
measurements made on objects

Dimension=number of variables 
Size=number of objects
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Outline

l Introduction

l Supervised	Learning

l Introduction
l Model	selection,	cross-validation,	overfitting
l Some	supervised	learning	algorithms
l Beyond	classification	and	regression

l Other	learning	protocols/frameworks
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Supervised	learning

l Goal:	from	the	database	(learning	sample),	find	a	function	f of	the	
inputs	that	approximates	at	best the	output

l Formally:

l Symbolic	output	⇒ classification,		Numerical	output	⇒ regression

X1 X2 X3 X4 Y
-0.61 -0.43 Y 0.51 Healthy
-2.3 -1.2 N -0.21 Disease
0.33 -0.16 N 0.3 Healthy
0.23 -0.87 Y 0.09 Disease
-0.69 0.65 N 0.58 Healthy
0.61 0.92 Y 0.02 Disease

Supervised
learning

Inputs Output

Learning sample
model,
hypothesis
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Two	main	goals
l Predictive:
Make predictions for a new object described by its attributes

l Informative:	
Help to understand the relationship between the inputs and 

the output

Find the most relevant inputs

X1 X2 X3 X4 Y
-0.71 -0.27 T -0.72 Healthy
-2.3 -1.2 F -0.92 Disease
0.42 0.26 F -0.06 Healthy
0.84 -0.78 T -0.3 Disease
-0.55 -0.63 F -0.02 Healthy
0.07 0.24 T 0.4 Disease
0.75 0.49 F -0.88 ?
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Example	of	applications

l Biomedical	domain:	medical	diagnosis,	differentiation	of	
diseases,	prediction	of	the	response	to	a	treatment...

Patients

Gene expression, Metabolite concentrations...

X1 X2 ... X4 Y
-0.1 0.02 ... 0.01 Healthy
-2.3 -1.2 ... 0.88 Disease
0 0.65 ... -0.69 Healthy
0.71 0.85 ... -0.03 Disease
-0.18 0.14 ... 0.84 Healthy
-0.64 0.15 ... 0.03 Disease
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Example	of	applications

l Perceptual	tasks:	handwritten	character	recognition,	
speech	recognition...

lInputs:
l a grey intensity [0,255] for 

each pixel
l each image is 

represented by a vector of 
pixel intensities

l eg.: 32x32=1024 
dimensions

lOutput:
l 9 discrete values
l Y={0,1,2,...,9}
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Example	of	applications

l Time	series	prediction:	predicting	electricity	load,	network	
usage,	stock	market	prices...



Past course	projects
• Develop a	system	to	detect North Atlantic	right	whales calls	from

audio	recordings (to	prevent collisions	with shipping	traffic)

• Develop a	system	to	recognize (German)	traffic signs (for	
autonomous driving)

• Detect insulting messages	in	social	commentary
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Outline

l Introduction

l Supervised	Learning

l Introduction
l Model	selection,	cross-validation,	overfitting
l Some	supervised	learning	algorithms
l Beyond	classification	and	regression

l Other	learning	protocols/frameworks
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Illustrative	problem

l Medical	diagnosis	from	two	measurements	(eg.,	weights	and	
temperature)

l Goal:	find	a	model	that	classifies	at	best	new cases	for	which	
X1	and	X2	are	known

X1 X2 Y
0.93 0.9 Healthy
0.44 0.85 Disease
0.53 0.31 Healthy
0.19 0.28 Disease
... ... ...
0.57 0.09 Disease
0.12 0.47 Healthy

0

1

0 1
X1

X2
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Learning	algorithm

l A	learning	algorithm	is	defined	by:

l a	family	of	candidate	models	(=hypothesis	space H)
l a	quality	measure	for	a	model
l an	optimization	strategy

l It	takes	as	input	a	learning	sample	and	outputs	a	function	h
in	H	of	maximum	quality

0

1

0 1
X1

X2

a model 
obtained by 
supervised 
learning
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Linear	model

l Learning	phase:	from	the	learning	sample,	find	the	best	
values	for	w0,	w1	and	w2

l Many	alternatives	even	for	this	simple	model	(LDA,	
Perceptron,	SVM...)

h(X1,X2)= Disease  if  w0+w1*X1+w2*X2>0
Normal   otherwise

0

1

0 1
X1

X2
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Quadratic	model

l Learning	phase:	from	the	learning	sample,	find	the	best	
values	for	w0,	w1,w2,	w3 and	w4

l Many	alternatives	even	for	this	simple	model	(LDA,	
Perceptron,	SVM...)

h(X1,X2)= Disease  if  w0+w1*X1+w2*X2+w3*X12+w4*X22>0
Normal   otherwise

0

1

0 1
X1

X2
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Artificial	neural	network

l Learning	phase:	from	the	learning	sample,	find	the	
numerous	parameters	of	the	very	complex	function

h(X1,X2)= Disease  if  some very complex function of X1,X2>0
Normal   otherwise

0

1

0 1
X1

X2
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Which	model	is	the	best?

0

1

0 1
0

1

0 1
0

1

0 1

linear quadratic neural net

LS error= 3.4% LS error= 1.0% LS error= 0%
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Which	model	is	the	best?

l Why	not	choose	the	model	that	minimises	the	error	rate	on	
the	learning	sample?	(also	called	re-substitution	error)

l How	well	are	you	going	to	predict	future	data	drawn	from	
the	same	distribution?	(generalisation	error)

0

1

0 1
0

1

0 1
0

1

0 1

linear quadratic neural net

LS error= 3.4% LS error= 1.0% LS error= 0%
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The	test	set	method

1. Randomly	choose	30%	of	the	data	to	
be	in	a	test	sample

2. The	remainder	is	a	learning	sample

3. Learn	the	model	from	the	learning	
sample

4. Estimate	its	future	performance	on	
the	test	sample

0

1

0 1
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Which	model	is	the	best?

l We	say	that	the	neural	network	overfits the	data

l Overfitting occurs	when	the	learning	algorithm	starts	fitting	
noise.

l (by	opposition,	the	linear	model	underfits the	data)

0

1

0 1
0

1

0 1
0

1

0 1

LS error= 3.4%
TS error= 3.5%

LS error= 1.0%
TS error= 1.5%

LS error= 0%
TS error= 3.5%

linear quadratic neural net
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k-fold	Cross	Validation

l Randomly	partition	the	dataset	into	k subsets	(for	example	10)

l For	each	subset:

l learn	the	model	on	the	objects	that	are	not	in	the	subset
l compute	the	error	rate	on	the	points	in	the	subset

l Report	the	mean	error	rate	over	the	k subsets

l When	k=the	number	of	objects	⇒ leave-one-out	cross	
validation

TS
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CV-based	complexity	control

Error

Over-fittingUnder-fitting

Optimal complexity Complexity

CV error

LS error
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Complexity

l Controlling	complexity	is	called	regularization	or	smoothing

l Complexity	can	be	controlled	in	several	ways

l The	size	of	the	hypothesis	space:	number	of	candidate	
models,	range	of	the	parameters...

l The	performance	criterion:	learning	set	performance	versus	
parameter	range,	eg.	minimizes

Err(LS)+λ C(model)
l The	optimization	algorithms:	number	of	iterations,	nature	of	
the	optimization	problem	(one	global	optimum	versus	
several	local	optima)...
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Outline
l Introduction

l Model	selection,	cross-validation,	overfitting

l Some	supervised	learning	algorithms

l k-NN
l Linear	methods
l Artificial	neural	networks
l Support	vector	machines
l Decision	trees
l Ensemble	methods

l Beyond	classification	and	regression
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Comparison	of	learning	algorithms

l Three	main	criteria:
l Accuracy:

l Measured	by	the	generalization	error	(estimated	by	CV)

l Efficiency:
l Computing	times	and	scalability	for	learning	and	testing

l Interpretability:
l Comprehension	brought	by	the	model	about	the	input-output	
relationship

l Unfortunately,	there	is	usually	a	trade-off	between	these	
criteria
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1-Nearest	Neighbor (1-NN)
(prototype	based	method,	instance	based	learning,	non-parametric	

method)

l One	of	the	simplest	learning	algorithm:
l outputs	as	a	prediction	the	output	associated	to	the	sample	
which	is	the	closest	to	the	test	object

l closest=usually	of	minimal	Euclidian	distance

?

M1 M2 Y
1 0.32 0.81 Healthy
2 0.15 0.38 Disease
3 0.39 0.34 Healthy
4 0.62 0.11 Disease
5 0.92 0.43 ?
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Obvious	extension:	k-NN

l Find	the	k	nearest	neighbors	(instead	of	only	the	first	one)	
with	respect	to	Euclidian	distance

l Output	the	most	frequent	class	(classification)	or	the	
average	outputs	(regression)	among	the	k	neighbors.

?



39

Effect	of	k	on	the	error

Error

Over-fittingUnder-fitting

Optimal k k

CV error

LS error
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k-NN

l Advantages:
l very	simple
l can	be	adapted	to	any	data	type	by	changing	the	distance	
measure

l Drawbacks:
l choosing	a	good	distance	measure	is	a	hard	problem
l very	sensitive	to	the	presence	of	noisy	variables
l slow	for	testing
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Linear	methods
l Find	a	model	which	is	a	linear	combination	of	the	inputs

l Regression:	

l Classification:													if																																															,						otherwise	

l Several	methods	exist	to	find	coefficients	w0,w1...	corresponding	to	
different	objective	functions,	optimization	algorithms,	eg.:

l Regression:	least-square	regression,	ridge	regression,	partial	least	
square,	support	vector	regression,	LASSO...

l Classification:	linear	discriminant	analysis,	logistic	regression,	PLS-
discriminant	analysis,	support	vector	machines...

y= c1 c2
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Linear	methods

l Advantages:
l simple
l there	exist	fast	and	scalable	variants
l provide	interpretable	models	through	variable	weights	
(magnitude	and	sign)

l Drawbacks:

l often	not	as	accurate	as	other	(non-linear)	methods



Application:	Click-through	rate	prediction

• Goal:	given	an	ad	and	a	query,	predict	the	probability	that	the	user	
will	click	on	the	ad

• Crucial	to	decide	which	ads	to	show,	in	which	order	and	at	what	price

• One	of	the	most	profitable	applications	of	ML	methods	

• Most	used	method	in	this	domain	is	logistic	regression,	a	linear	
classification	method	that	is	well	adapted	to:

• Massive	datasets:	billions	of	samples	and	billions	of	features

• Very	sparse	features:	very	few	non-zero	features	per	sample
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Non-linear	extensions
l Generalization	of	linear	methods:

l Any	linear	method	can	be	applied	(but	regularization	
becomes	more	important)

l Artificial	neural	networks	(with	a	single	hidden	layer):

where g is a non linear function (eg. sigmoid)
l (a	non	linear	function	of	a	linear	combination	of	non	linear	
functions	of	linear	combinations	of	inputs)

l Kernel	methods:

where                                      is the dot-product in the 
feature space and j indexes training examples  
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Artificial	neural	networks

l Supervised	learning	method	initially	inspired	by	the	
behavior	of	the	human	brain

l Consists	of	the	inter-connection	of	several	small	units
l Essentially	numerical	but	can	handle	classification	and	
discrete	inputs	with	appropriate	coding

l Introduced	in	the	late	50s,	very	popular	in	the	90s,	much	
less	popular	in	the	2000s,	recent	come-back	(new	branding:	
deep	learning)
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Hypothesis	space:	a	single	neuron

X1

X2

XN

+  tanh

x w1

x w2

x wN

… Y

1

x w0

Y=tanh(w1*X1+w2*X2+…+wN*XN+w0)

X2

X1

+

_

-1

+1
tanh
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Hypothesis	space:	
Multi-layers	Perceptron

l Inter-connection	of	several	neurons	(just	like	in	the	human	
brain)

l With	a	sufficient	number	of	neurons	and	a	sufficient	number	of	
layers,	a	neural	network	can	model	any	function	of	the	inputs.

Input layer
Hidden layer

Output layer
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Learning

l Choose	a	structure

l Tune	the	value	of	the	parameters	(connections	between	
neurons)	so	as	to	minimize	the	learning	sample	error.	

l Non-linear	optimization	by	the	back-propagation	algorithm.	
In	practice,	quite	slow.

l Repeat	for	different	structures

l Select	the	structure	that	minimizes	CV	error
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Illustrative	example

... ...

10 +10 neurons

2 +2 neurons

1 neuron

0

1

0 1
X1

X2

0

1

0 1
X1

X2

0

1

0 1
X1

X2
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Artificial	neural	networks

l Advantages:
l Universal	approximators
l May	be	very	accurate	(if	the	method	is	well	used)

l Drawbacks:
l The	learning	phase	may	be	very	slow
l Black-box	models,	very	difficult	to	interpret
l Scalability



Application:	image	labeling
• Goal:	Label	images	with	info	about	their	content

• Eg.:	Google	photos’	search	engine:

• Most	successful	methods	in	this	domain	are	based	on	huge	
(deep)	neural	networks.	E.g.,	GoogLeNet:
• 100	layers	(22	with	tuned	parameters),	more	than	4M	

parameters
• Trained	from	1.2M	images,	with	1000	image	categories
• 6.67%	top-5	error	rate http://arxiv.org/pdf/1409.4842.pdf
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Support	vector	machines

l Recent	(mid-90's)	and	very	successful	method

l Based	on	two	smart	ideas:

l large	margin	classifier
l kernelized input	space
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Linear	classifier

l Where	would	you	place	a	linear	classifier?
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Margin	of	a	linear	classifier

l The	margin	=	the	width	
that	the	boundary	
could	be	increased	by	
before	hitting	a	
datapoint.
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Maximum-margin	linear	classifier

l The	linear	classifier	
with	the	maximum	
margin	(=	Linear	SVM)

l Why	?
l Intuitively,	safest
l Works	very	well
l Theoretical	bounds:	
E(TS)<O(1/margin)

l Kernel	trick
Support vectors: the 
samples the closest to the 
hyperplane
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Non-linear	boundary

l Solution:	
l map	the	data	into	a	new	feature	space	where	the	boundary	
is	linear

l Find	the	maximum	margin	model	in	this	new	space

- What about this problem?

x2

x1 x12

x22
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The	kernel	trick

l Intuitively:

l You	don't	need	to	compute	explicitly	the	mapping	φ
l All	you	need	is	a	(special)	similarity	measure	between	
objects	(like	for	the	kNN)

l This	similarity	measure	is	called	a	kernel

l Mathematically:

l The	maximum-margin	classifier	in	some	feature	space	can	be	
written	only	in	terms	of	dot-products	in	that	feature	space:

k(x,x')=<φ(x),φ(x')>
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Support	vector	machines

X1 X2 Y
1 0.49 0.94 C1
2 0.86 0.59 C2
3 0.6 0.79 C2
4 0.83 0.66 C1
5 0.63 0.27 C1
6 -0.76 0.47 C2

1 2 3 4 5 6
1 1 0.14 0.96 0.17 0.01 0.24
2 0.14 1 0.02 0.17 0.22 0.67
3 0.96 0.02 1 0.15 0.27 0.07
4 0.17 0.7 0.15 1 0.37 0.55
5 0.01 0.22 0.27 0.37 1 -0.25
6 0.24 0.67 0.07 0.55 -0.25 1

kernel matrix

Y
1 C1
2 C2
3 C2
4 C1
5 C1
6 C2

Class labels

SVM 
algorithm

Classification
modelX1 Y

1 ACGCTCTATAG C1
2 ACTCGCTTAGA C2
3 GTCTCTGAGAG C2
4 CGCTAGCGTCG C1
5 CGATCAGCAGC C1
6 GCTCGCGCTCG C2
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Support	vector	machines

l Advantages:
l State-of-the-art	accuracy	on	many	problems
l Can	handle	any	data	types	by	changing	the	kernel	(many	
applications	on	sequences,	texts,	graphs...)

l Drawbacks:
l Tuning	the	method	parameter	is	very	crucial	to	get	good	
results	and	somewhat	tricky

l Black-box	models,	not	easy	to	interpret



60

Decision	(classification)	trees

l A	learning	algorithm	that	can	handle:
l Classification	problems	(binary	or	multi-valued)
l Attributes	may	be	discrete	(binary	or	multi-valued)	or	
continuous.

l Classification	trees	were	invented	at	least	twice	(in	mid-
80’s):

l By	statisticians:	CART	(Breiman et	al.)
l By	the	AI	community:	ID3,	C4.5	(Quinlan	et	al.)
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Decision	trees

l A	decision	tree	is	a	tree	where:
l Each	interior	node	tests	an	attribute
l Each	branch	corresponds	to	an	attribute	value
l Each	leaf	node	is	labeled	with	a	class

A1

A2 A3

c1 c2

c1

c2 c1

a11 a12
a13

a21 a22 a31 a32
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A	simple	database:	playtennis

NoStrongHighMildRainD14

YesStrongHighMildOvercastD12
YesWeakNormalHotOvercastD13

YesStrongNormalMildRainD10
YesWeakNormalHotSunnyD9

YesStrongNormalCoolSunnyD11

YesWeakNormalCoolRainD5
NoStrongNormalCoolRainD6
YesStrongHighCoolOvercastD7
NoWeakNormalMildSunnyD8

Rain
Overcast
Sunny
Sunny

Outlook

YesWeakNormalMildD4
YesWeakHighHotD3
NoStrongHighHotD2
NoWeakHighHotD1

Play TennisWindHumidityTemperatureDay

Outlook

Humidity Wind

no yes

yes

no yes

Sunny
Overcast

Rain

High Normal Strong Weak
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Top-down	induction	of	DTs

l Choose	« best »	attribute

l Split	the	learning	sample

l Proceed	recursively	until	each	object	is	correctly	classified

Outlook
Sunny

Overcast
Rain

YesWeakNormalHotSunnyD9

YesStrongNormalCoolSunnyD11

NoWeakHighMildSunnyD8

Sunny

Sunny

Outlook

NoStrongHighHotD2

NoWeakHighHotD1

PlayWindHumidityTemp.Day

YesStrongNormalMildRainD10

NoStrongHighMildRainD14

NoStrongNormalCoolRainD6

YesWeakNormalCoolRainD5

Rain

Outlook

YesWeakNormalMildD4

PlayWindHumidityTemp.Day

YesStrongHighMildOvercastD12

YesWeakNormalHotOvercastD13

YesStrongHighCoolOvercastD7

Overcast

Outlook

YesWeakHighHotD3

PlayWindHumidityTemp.Day
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Effect	of	number	of	nodes	on	error

Error

Over-fittingUnder-fitting

Optimal complexity Nb nodes

CV error

LS error
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How	can	we	avoid	overfitting?

l Pre-pruning:	stop	growing	the	tree	earlier,	before	it	reaches	
the	point	where	it	perfectly	classifies	the	learning	sample

l Post-pruning:	allow	the	tree	to	overfit and	then	post-prune	
the	tree

l Ensemble	methods	(later)
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Illustrative	example

X2<0.33?

Healthy X1<0.91?

X1<0.23? X2<0.91?

X2<0.75?
X2<0.49?

X2<0.65?
Healthy

Sick Healthy

Sick

Sick

Sick

Healthy

yes no

0

1

0 1
X1

X2
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Decision	and	regression	trees

l Advantages:
l very	fast	and	scalable	method	(able	to	handle	a	very	large	
number	of	inputs	and	objects)

l provide	directly	interpretable	models	and	give	an	idea	of	the	
relevance	of	attributes

l Drawbacks:

l high	variance	(more	on	this	later)
l often	not	as	accurate	as	other	methods
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Ensemble	methods

l Combine	the	predictions	of	several	models	built	with	a	learning	
algorithm.	Often	improve	very	much	accuracy.

l Often	used	in	combination	with	decision	trees	for	efficiency	reasons

l Examples	of	algorithms:	Bagging,	Random	Forests,	Boosting...

...

Healthy SickSick ...

Sick
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Bagging:	motivation

l Different	learning	samples	yield	different	models,	especially	
when	the	learning	algorithm	overfits	the	data	

As	there	is	only	one	optimal	model,	this	variance is	source	of	
error

l Solution:	aggregate	several	models	to	obtain	a	more	stable	one

0

1

0 1
0

1

0 1

0

1

0 1
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Bagging:	bootstrap	aggregating

Boostrap sampling 

(sampling with replacement)

Note: the more models, the better.

0

0 0 0

...
1

...

Sick

Healthy SickSick ...
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Example	on	microarray	data

l 72	patients,	7129	gene	expressions,	2	classes	of	Leukemia	(ALL	and	
AML)	(Golub	et	al.,	Science,	1999)

l Leave-one-out	error	with	several	variants

l Variable	importance	with	boosting

9.7%  (7/72)Random forests (k=85,T=500)

1.4%  (1/72)Adaboost (1 test node, T=500)

5.5%  (4/72)Extra-trees (sth=0.5, T=500)

ErrorMethod

22.2%  (16/72)1 decision tree
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Application:	Kinect
• Ensemble	of	randomized	decision	trees	are	used	in	

Microsoft’s	Xbox	Kinect	for	body	part	labeling:

• Each	sample	corresponds	to	a	single	pixel	and	is	described	
by	depth	differences	between	neighbor	pixels

• Final	model	is	implemented	on	GPU	to	get	very	fast	
predictions	(200	frames	per	second)	

sy
nt

he
tic

 (t
ra

in
 &

 te
st

) 

Figure 2. Synthetic and real data. Pairs of depth image and ground truth body parts. Note wide variety in pose, shape, clothing, and crop.

simplify the task of background subtraction which we as-
sume in this work. But most importantly for our approach,
it is straightforward to synthesize realistic depth images of
people and thus build a large training dataset cheaply.

2.2. Motion capture data
The human body is capable of an enormous range of

poses which are difficult to simulate. Instead, we capture a
large database of motion capture (mocap) of human actions.
Our aim was to span the wide variety of poses people would
make in an entertainment scenario. The database consists of
approximately 500k frames in a few hundred sequences of
driving, dancing, kicking, running, navigating menus, etc.

We expect our semi-local body part classifier to gener-
alize somewhat to unseen poses. In particular, we need not
record all possible combinations of the different limbs; in
practice, a wide range of poses proves sufficient. Further,
we need not record mocap with variation in rotation about
the vertical axis, mirroring left-right, scene position, body
shape and size, or camera pose, all of which can be added
in (semi-)automatically.

Since the classifier uses no temporal information, we
are interested only in static poses and not motion. Often,
changes in pose from one mocap frame to the next are so
small as to be insignificant. We thus discard many similar,
redundant poses from the initial mocap data using ‘furthest
neighbor’ clustering [15] where the distance between poses
p1 and p2 is defined as maxj kpj1�pj2k2, the maximum Eu-
clidean distance over body joints j. We use a subset of 100k
poses such that no two poses are closer than 5cm.

We have found it necessary to iterate the process of mo-
tion capture, sampling from our model, training the classi-
fier, and testing joint prediction accuracy in order to refine
the mocap database with regions of pose space that had been
previously missed out. Our early experiments employed
the CMU mocap database [9] which gave acceptable results
though covered far less of pose space.

2.3. Generating synthetic data
We build a randomized rendering pipeline from which

we can sample fully labeled training images. Our goals in
building this pipeline were twofold: realism and variety. For
the learned model to work well, the samples must closely
resemble real camera images, and contain good coverage of

the appearance variations we hope to recognize at test time.
While depth/scale and translation variations are handled ex-
plicitly in our features (see below), other invariances cannot
be encoded efficiently. Instead we learn invariance from the
data to camera pose, body pose, and body size and shape.

The synthesis pipeline first randomly samples a set of
parameters, and then uses standard computer graphics tech-
niques to render depth and (see below) body part images
from texture mapped 3D meshes. The mocap is retarget-
ting to each of 15 base meshes spanning the range of body
shapes and sizes, using [4]. Further slight random vari-
ation in height and weight give extra coverage of body
shapes. Other randomized parameters include the mocap
frame, camera pose, camera noise, clothing and hairstyle.
We provide more details of these variations in the supple-
mentary material. Fig. 2 compares the varied output of the
pipeline to hand-labeled real camera images.

3. Body Part Inference and Joint Proposals
In this section we describe our intermediate body parts

representation, detail the discriminative depth image fea-
tures, review decision forests and their application to body
part recognition, and finally discuss how a mode finding al-
gorithm is used to generate joint position proposals.
3.1. Body part labeling

A key contribution of this work is our intermediate body
part representation. We define several localized body part
labels that densely cover the body, as color-coded in Fig. 2.
Some of these parts are defined to directly localize partic-
ular skeletal joints of interest, while others fill the gaps or
could be used in combination to predict other joints. Our in-
termediate representation transforms the problem into one
that can readily be solved by efficient classification algo-
rithms; we show in Sec. 4.3 that the penalty paid for this
transformation is small.

The parts are specified in a texture map that is retargetted
to skin the various characters during rendering. The pairs of
depth and body part images are used as fully labeled data for
learning the classifier (see below). For the experiments in
this paper, we use 31 body parts: LU/RU/LW/RW head, neck,
L/R shoulder, LU/RU/LW/RW arm, L/R elbow, L/R wrist, L/R
hand, LU/RU/LW/RW torso, LU/RU/LW/RW leg, L/R knee,
L/R ankle, L/R foot (Left, Right, Upper, loWer). Distinct

http://research.microsoft.com/pubs/145347/BodyPartRecognition.pdf
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Method	comparison

l Note:

l The	relative	importance	of	the	criteria	depends	on	the	
specific	application

l These	are	only	general	trends.	Eg.,	in	terms	of	accuracy,	
no	algorithm	is	always	better	or	worse	than	all	others.

Method Accuracy Efficiency Interpretability Ease	of	use

kNN ++ + ++ ++

DT + +++ +++ +++

Linear ++ ++++ ++ +++

Ensemble +++ +++ ++ +++

ANN ++++ ++ + ++

SVM +++ + + +
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Outline

l Introduction

l Supervised	Learning

l Introduction
l Model	selection,	cross-validation,	overfitting
l Some	supervised	learning	algorithms
l Beyond	classification	and	regression

l Other	learning	protocols/frameworks
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Beyond	classification	and	regression
l All	supervised	learning	problems	can	not	be	turned	into	
standard	classification	or	regression	problems

l Examples:

l Graph	predictions
l Sequence	labeling	
l image	segmentation



Structured output	approaches
• Decomposition:

• Reduce the	problem to	several simpler classification	or	regression
problems by	decomposing the	output

• Not	always possible	and	does not	take into account dependencies
between sub-outputs

• Multiple/kernel output	methods:

• Extend	regression	methods	to	handle	an	output	space	endowed	
with	a	kernel

• This	can	be	done	with	regression	trees	or	ridge	regression	for	
example

• Large	margin methods

• Use	SVM-based	approaches	to	learn	a	model	that	scores	directly	
input-output	pairs:



77

Outline

l Introduction

l Supervised	learning

l Other	learning	protocols/frameworks

l On-line	versus	batch	learning
l Semi-supervised	learning
l Transductive learning
l Active	learning
l Reinforcement	learning
l Unsupervised	learning



On-line	versus	batch	learning

• Batch	learning:	all	learning examples are	supposed to	be
accessible	(in	memory)	for	training	the	model

• On-line	learning:	examples are	treated one	by	one	(mini-
batch	learning:	examples are	treated in	blocs).

• Applications:
• Big data:	training	set	is too large	to	be stored in	memory
• Concept	drift:	allows to	continuously adapt the	model	to	

dynamical change	of	the	system
• Learning	with streaming	data

• There	exist online	implementations of	most machine	
learning methods
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Labeled	versus	unlabeled	data
l Unlabeled	data=input-output	pairs	without	output	value

l In	many	settings,	unlabeled	data	is	cheap	but	labeled	data	
can	be	hard	to	get

l labels	may	require	human	experts
l human	annotation	is	expensive,	slow,	unreliable	
l labels	may	require	special	devices

l Examples:
l Biomedical	domain
l Speech	analysis
l Natural	language	parsing
l Image	categorization/segmentation
l Network	measurement
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Semi-supervised	learning
l Goal:	exploit	both	labeled	and	unlabeled	data	to	build	
better	models	than	using	each	one	alone

l Why	would	it	improve?

A1 A2 A3 A4 Y
0.01 0.37 T 0.54 Healthy
-2.3 -1.2 F 0.37 Disease
0.69 -0.78 F 0.63 Healthy
-0.56 -0.89 T -0.42
-0.85 0.62 F -0.05
-0.17 0.09 T 0.29
-0.09 0.3 F 0.17 ?

labeled data

unlabeled data

test data
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Some	approaches
l Self-training

l Iteratively	label	some	unlabeled	examples	with	a	model	
learned	from	the	previously	labeled	examples

l Semi-supervised	SVM	(S3VM)
l Enumerate	all	possible	labeling	of	the	unlabeled	examples
l Learn	an	SVM	for	each	labeling
l Pick	the	one	with	the	largest	margin
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Transductive	learning

l Like	supervised	learning	but	we	have	access	to	the	test	
data	from	the	beginning	and	we	want	to	exploit	it

l We	don't	want	a	model,	only	compute	predictions	for	the	
unlabeled	data

l Simple	solution:
l Apply	semi-supervised	learning	techniques	using	the	test	
data	as	unlabeled	data	to	get	a	model

l Use	the	resulting	model	to	make	predictions	on	the	test	data

l There	exist	also	specific	algorithms	that	avoid	building	a	
model
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Some	approaches

l Graph-based	algorithms
l Build	a	graph	over	the	(labeled	and	unlabeled)	examples	
(from	the	inputs)

l Learn	a	model	that	predicts	well	labeled	examples	and	is	
smooth	over	the	graph
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Active	learning
l Goal:	

l Given	unlabeled	data,	find	(adaptively)	the	examples	to	label	
in	order	to	learn	an	accurate	model

l The	hope	is	to	reduce	the	number	of	labeled	instances	with	
respect	to	the	standard	batch	SL

l Usually,	in	an	online	setting:

l Choose	the	k	“best”	unlabeled	examples
l Determine	their	labels
l Update	the	model	and	iterate

l Algorithms	differ	in	the	way	the	“best”	unlabeled	examples	
are	selected
l Example:	choose	the	k	examples	for	which	the	model	
predictions	are	the	most	uncertain
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Reinforcement	learning		(see	INFO8003)
Learning	from	interactions

Goal:	learn	to	choose	sequence	of	actions	(=	policy)	that	
maximizes ,	where	

s0
a0

r0
s1
a1
r1
s2
a2
r2

...
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RL	approaches

l System	is	usually	modeled	by
l state	transition	probabilities	
l reward	probabilities	

(= Markov Decision Process)

l Model	of	the	dynamics	and	reward	is	known	⇒ try	to	
compute	optimal	policy	by	dynamic	programming	

l Model	is	unknown

l Model-based	approaches	⇒ first	learn	a	model	of	the	
dynamics	and	then	derive	an	optimal	policy	from	it	(DP)

l Model-free	approaches	⇒ learn	directly	a	policy	from	the	
observed	system	trajectories



87

Examples	of	applications

l Robocup Soccer	Teams	(Stone	&	Veloso,	Riedmiller et	al.)

l Inventory	Management	(Van	Roy,	Bertsekas,	Lee	&Tsitsiklis)

l Dynamic	Channel	Assignment,	Routing	(Singh	&	Bertsekas,	Nie
&	Haykin,	Boyan &	Littman)

l Elevator	Control	(Crites	&	Barto)

l Many	Robots:	navigation,	bi-pedal	walking,	grasping,	switching	
between	skills...	

l Games:	TD-Gammon	and	Jellyfish	(Tesauro,	Dahl),	GO,	video	
games...	



88

Robocup

l Goal:	by	the	year	2050,	develop	a	team	of	fully	
autonomous	humanoid	robots	that	can	win	against	the	
human	world	soccer	champion	team.

http://www.robocup.org
http://www.youtube.com/watch?v=xqWELifR2P
0
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Autonomous	helicopter	

http://heli.stanford.edu/



AlphaGo (Google	DeepMind)

• Supervised	learning	from	
strong	amateur	games	
using	(deep)	neural	
networks	(to	predict	next	
move	and	game	winner)

• Improvement	using	
reinforcement	learning	by	
playing	against	versions	of	
itself

https://storage.googleapis.com/deepmind-media/alphago/AlphaGoNaturePaper.pdf
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Unsupervised	learning

l Unsupervised	learning	tries	to	find	any	regularities	in	the	
data	without	guidance	about	inputs	and	outputs

l Are	there	interesting	groups	of	variables	or	samples?	
outliers?	What	are	the	dependencies	between	variables?

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18 A19
-0.27 -0.15 -0.14 0.91 -0.17 0.26 -0.48 -0.1 -0.53 -0.65 0.23 0.22 0.98 0.57 0.02 -0.55 -0.32 0.28 -0.33
-2.3 -1.2 -4.5 -0.01 -0.83 0.66 0.55 0.27 -0.65 0.39 -1.3 -0.2 -3.5 0.4 0.21 -0.87 0.64 0.6 -0.29
0.41 0.77 -0.44 0 0.03 -0.82 0.17 0.54 -0.04 0.6 0.41 0.66 -0.27 -0.86 -0.92 0 0.48 0.74 0.49
0.28 -0.71 -0.82 0.27 -0.21 -0.9 0.61 -0.57 0.44 0.21 0.97 -0.27 0.74 0.2 -0.16 0.7 0.79 0.59 -0.33
-0.28 0.48 0.79 -0.14 0.8 0.28 0.75 0.26 0.3 -0.78 -0.72 0.94 -0.78 0.48 0.26 0.83 -0.88 -0.59 0.71
0.01 0.36 0.03 0.03 0.59 -0.5 0.4 -0.88 -0.53 0.95 0.15 0.31 0.06 0.37 0.66 -0.34 0.79 -0.12 0.49
-0.53 -0.8 -0.64 -0.93 -0.51 0.28 0.25 0.01 -0.94 0.96 0.25 -0.12 0.27 -0.72 -0.77 -0.31 0.44 0.58 -0.86
0.04 0.94 -0.92 -0.38 -0.07 0.98 0.1 0.19 -0.57 -0.69 -0.23 0.05 0.13 -0.28 0.98 -0.08 -0.3 -0.84 0.47
-0.88 -0.73 -0.4 0.58 0.24 0.08 -0.2 0.42 -0.61 -0.13 -0.47 -0.36 -0.37 0.95 -0.31 0.25 0.55 0.52 -0.66
-0.56 0.97 -0.93 0.91 0.36 -0.14 -0.9 0.65 0.41 -0.12 0.35 0.21 0.22 0.73 0.68 -0.65 -0.4 0.91 -0.64
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Unsupervised	learning	methods

l Many	families	of	tasks/problems	exist,	among	which:
l Clustering:	try	to	find	natural	groups	of	samples/variables

l eg:	k-means,	hierarchical	clustering

l Dimensionality	reduction:	project	the	data	from	a	high-
dimensional	space	down	to	a	small	number	of	dimensions

l eg:	principal/independent	component	analysis,	MDS

l Density	estimation:	determine	the	distribution	of	data	within	
the	input	space

l eg:	bayesian networks,	mixture	models.
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Clustering

l Clustering rows 
grouping similar objects
l Clustering columns
grouping similar variables across 

samples
l Bi-Clustering/Two-way 

clustering
grouping objects that are similar 

across a subset of variables

variables

ob
je

ct
s

Cluster of 
objectsBi-cluster

Cluster of 
variables
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Illustrations	(1)

l Breast	cancer	data	(Langerød	
et	al.,	Breast	cancer,	2007)

l 80	tumor	samples	(wild-
type,TP53	mutated),	80	genes
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Illustrations	(2)
Assfalg	et	al.,	PNAS,	Jan	2008

l Evidence	of	different	metabolic	phenotypes	in	humans

l Urine	samples	of	22	volunteers	over	3	months,	NMR	
spectra	analysed	by	HCA
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Application:	vector	quantization
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Principal	Component	Analysis

l An	exploratory	technique	used	to	reduce	the	
dimensionality	of	the	data	set	to	a	smaller	space	(2D,	3D)

l Transform	some	large	number	of	variables	into	a	smaller	
number	of	uncorrelated	variables	called	principal	
components	(PCs)

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10
0.25 0.93 0.04 -0.78 -0.53 0.57 0.19 0.29 0.37 -0.22
-2.3 -1.2 -4.5 -0.51 -0.76 0.07 0.81 0.95 0.99 0.26
-0.29 -1 0.73 -0.33 0.52 0.13 0.13 0.53 -0.5 -0.48
-0.16 -0.17 -0.26 0.32 -0.08 -0.38 -0.48 0.99 -0.95 0.34
0.07 -0.87 0.39 0.5 -0.63 -0.53 0.79 0.88 0.74 -0.14
0.61 0.15 0.68 -0.94 0.5 0.06 -0.56 0.49 0 -0.77

PC1 PC2
0.36 0.1
-2.3 -1.2
0.27 -0.89
-0.19 0.7
-0.77 -0.7
-0.65 -0.99
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Objectives	of	PCA

l Reduce	dimensionality	(pre-processing	for	other	methods)

l Choose	the	most	useful	(informative)	variables

l Compress	the	data

l Visualize	multidimensional	data
l to	identify	groups	of	objects
l to	identify	outliers
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Illustration	(1)
Holmes	et	al.,	Nature,	Vol.	453,	No.	15,	May	2008

l Investigation	of	metabolic	phenotype	variation	across	and	
within	four	human	populations	(17	cities	from	4	countries:	
China,	Japan,	UK,	USA)

l
1H	NMR	spectra	of	urine	specimens	from	4630	participants

l PCA	plots	of	median	spectra	per	population	(city)	and	
gender
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Holmes et al., Nature, Vol. 453, No. 15, May 2008
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Illustration	(2)	
Neuroimaging

A1 A2 A3 A4 A5 ... A7 A8

-0 .91 0 .74 0 .74 0 .97 -0 .06 ... -0 .04 -0 .73

-2 .3 -1 .2 -4 .5 0 .47 0 .13 ... 0 .16 0 .26

-0 .98 -0 .46 0 .98 0 .77 -0 .14 ... 0 .44 -0 .12

0 .97 -0 .64 -0 .3 -0 .14 -0 .29 ... -0 .43 0 .27

-0 .64 -0 .34 0 .21 -0 .57 -0 .39 ... 0 .02 -0 .61

0 .41 -0 .95 0 .21 -0 .17 -0 .68 ... 0 .11 0 .49

N patients/brain maps

L voxels (brain regions) 
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Books
l Reference	book	for	the	course:

l The	elements	of	statistical	learning:	data	mining,	inference,	and	prediction.	T.	
Hastie	et	al,	Springer,	2001	(second	edition	in	2009)

l Freely	downloadable	here:

l http://statweb.stanford.edu/~tibs/ElemStatLearn/

l Other	textbooks

l Machine	Learning.	Tom	Mitchell,	McGraw	Hill,	1997.

l Pattern	classification (2nd	edition).	R.Duda,	P.Hart,	D.Stork,	Wiley	Interscience,	
2000

l Pattern	Recognition	and	Machine	Learning	(Information	Science	and	Statistics).	
C.M.Bishop,	Springer,	2004

l Introduction	to	Machine	Learning.	Ethan	Alpaydin,	MIT	Press,	2004.

l Machine	Learning:	The	Art	and	Science	of	Algorithms	that	Make	Sense	of	Data.
Peter	Flach.	Cambridge	University	Press,	2012.

l Machine	Learning:	a	probabilistic	perspective.	Kevin	P.	Murphy.	MIT	Press,	
2012.
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Books
l More	advanced/specific	topics

l kernel	methods	for	pattern	analysis.	J.	Shawe-Taylor	and	N.	Cristianini.	
Cambridge	University	Press,	2004

l Reinforcement	Learning:	An	Introduction. R.S.	Sutton	and	A.G.	Barto.	MIT	Press,	
1998

l Neuro-Dynamic	Programming. D.P	Bertsekas and	J.N.	Tsitsiklis.	Athena	
Scientific,	1996

l Semi-supervised	learning. Chapelle et	al.,	MIT	Press,	2006

l Predicting	structured	data. G.	Bakir et	al.,	MIT	Press,	2007

l Deep	learning.	Goodfellow,	Bengio,	Courville,	MIT	Press,	2016
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Generic	ML	toolboxes
l scikit-learn

l scikit-learn.org
l Open	source	machine	learning	toolbox	(in	Python)

l WEKA	
l http://www.cs.waikato.ac.nz/ml/weka/
l Open	source	machine	learning	toolbox	(in	Java)

l Many	R	and	Matlab packages
l http://www.kyb.mpg.de/bs/people/spider/
l http://www.cs.ubc.ca/~murphyk/Software/BNT/bnt.html
l …
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Journals

l Journal	of	Machine	Learning	Research

l Machine	Learning

l IEEE	Transactions	on	Pattern	Analysis	and	Machine	Intelligence

l Journal	of	Artificial	Intelligence	Research

l Neural	computation

l Annals	of	Statistics

l IEEE	Transactions	on	Neural	Networks

l Data	Mining	and	Knowledge	Discovery

l ...
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Conferences

l International	Conference	on	Machine	Learning	(ICML)	

l European	Conference	on	Machine	Learning	(ECML)	

l Neural	Information	Processing	Systems	(NIPS)

l Uncertainty	in	Artificial	Intelligence	(UAI)

l International	Joint	Conference	on	Artificial	Intelligence	(IJCAI)

l International	Conference	on	Artificial	Neural	Networks	(ICANN)

l Computational	Learning	Theory	(COLT)

l Knowledge	Discovery	and	Data	mining	(KDD)

l ...


