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Abstract—This paper provides a comprehensive survey on
recent advances in deep learning (DL) techniques for the channel
coding problems. Inspired by the recent successes of DL in a
variety of research domains, its applications to the physical layer
technologies have been extensively studied in recent years, and
are expected to be a potential breakthrough in supporting the
emerging use cases of the next generation wireless communication
systems such as 6G. In this paper, we focus exclusively on
the channel coding problems and review existing approaches
that incorporate advanced DL techniques into code design and
channel decoding. After briefly introducing the background of
recent DL techniques, we categorize and summarize a variety
of approaches, including model-free and mode-based DL, for
the design and decoding of modern error-correcting codes, such
as low-density parity check (LDPC) codes and polar codes, to
highlight their potential advantages and challenges. Finally, the
paper concludes with a discussion of open issues and future
research directions in channel coding.

Index Terms—Channel coding, deep learning (DL), low-density
parity check (LDPC) codes, machine learning (ML), neural
network, polar codes, turbo codes.

I. INTRODUCTION

Channel coding is a well-established area of research with a

long history dating back to the Shannon’s theory [1] where he

introduced the Shannon limit as the maximum rate at which

information can be transmitted over a given communication

channel. Subsequently, researchers have made tremendous

efforts to develop a practical coding scheme that approaches

the Shannon limit at a realistic implementation cost [2]. The

notable successes in coding theory include the invention of

modern capacity-approaching codes such as turbo codes [3],

low-density parity check (LDPC) codes [4], and polar codes

[5]. These coding techniques have contributed significantly to

various communication systems, such as wired and wireless

communications, as well as storage systems, from the view-

point of improving reliability and energy efficiency.

Due to the emerging wireless applications, including ex-

tended reality (XR) for telemedicine, tactile Internet, vehicle-

to-everything (V2X), and wireless data centers, the next gen-

eration wireless communication systems impose unprecedent-

edly diverse and stringent requirements for, e.g., ultra-high

data rate, ultra-low latency, and high energy efficiency [6]–

[35]. In 5G, the main use cases are enhanced mobile broadband

(eMBB), ultra-reliable low-latency communication (URLLC),

and massive machine type communication (mMTC), and for
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each case, the system requirement is specified in terms of a

single key performance indicator (KPI), such as throughput,

latency, reliability, and energy efficiency. On the other hand,

due to the diversity of applications, many use cases in the

next wireless communications such as 6G will require trade-

offs among different KPIs, which poses a new challenge for

the design of physical layer techniques [33], [36], [37].

Traditionally, the design of coding schemes has been based

on mathematical models and expert knowledge, such as coding

theory and information theory. Although this approach has

contributed significantly to the recent progress in practical

channel coding, it also has limitations. Specifically, it relies

on mathematical models that do not fully capture real-world

environments, and thus there is always a mismatch between the

model for which we design systems and the actual environment

to which they are applied. In addition, in the next generation

communications, the system design problem will become

increasingly complex due to demanding requirements and

therefore will not be mathematically tractable in most cases. To

address these issues, data-driven approaches to communica-

tion system design based on machine learning (ML) techniques

have emerged as a new paradigm that supports or replaces the

conventional system design based on mathematical models.

In particular, inspired by the recent successes of deep

learning (DL) technologies in broad research areas, their

applications in communication systems have been extensively

studied. This DL trend has been accelerated by the develop-

ment of dedicated DL frameworks, such as Tensorflow [38]

and Pytorch [39], which makes it easier for researchers to

implementate their DL algorithms. Furthermore, most of them

are built with graphics processing unit (GPU) acceleration

provided by the NVIDIA compute unified device architec-

ture (CUDA) Deep Neural Network library (cuDNN), which

significantly speeds up DL training due to its ability to

perform parallel computations and high memory bandwidth.

In addition, various DL processors such as field programmable

gate arrays (FPGAs) and tensor processing unit (TPU) have

been explored in the literature [40], [41], enabling efficient

hardware implementations of DL-based communications and

networking in beyond 5G and 6G.

A. DL Applications to The Physical Layer

In recent years, DL has been successfully applied to the

physical layer of communication systems 1 [31], [42], [44],

[46]–[50], [58]–[73]. One of the seminal works is [58], where

1We note that ML techniques for the physical layer have been studied
sporadically for many years, e.g., in [55]–[57]. However, the applications of
DL are rather new, which started to flourish around 2016.
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TABLE I
SURVEY PAPERS RELATED TO OUR WORK.

Year Reference Contents related to channel coding.

2017 Wang et al. [42] Review of early works on DL-based decoding.

2019
Zhang et al. [43] Brief introduction of DL-based channel decoding.
Gunduz et al. [44] Brief review of DL-aided decoding.
Balatsoukas et al. [45] Review of deep unfolding for channel decoding.

2020
Samad et al. [46] Addressing DL-based channel decoding.
Zhang et al. [47] Review of DL-based decoding and code construction.

2021 Ly et al. [48] Review of DL applications for LDPC code identification, decoding.

2023
Mao et al. [49] Briefly addressing DL-aided decoder and genetic algorithm for code construction.
Akrout et al. [50] Domain generalization [51], [52] in the channel decoding problem.

2024
Ye et al. [53] Review of DL-based decoding for turbo, LDPC, and polar codes.
Rowshan et al. [54] Comprehensive survey on channel coding with brief introduction of DL for channel decoding.

the authors introduced the concept of end-to-end learning for

communication systems, which is considered as autoencoder

(AE). The authors also introduced other DL applications, such

as modulation classification and radio transformer networks.

Later on, many papers discussed potential applications of DL

to communication problems, such as channel decoding, sig-

nal detection, channel modeling, and multiple-input multiple-

output (MIMO) signal detection [42], [44], [59]–[63].

One of the notable advances in DL for the physical layer

is the development of an open source Python library, called

Sionna, which was released by NVIDIA in 2022 [74]. It

supports link-level simulation of multi-user (MU)-MIMO sys-

tems with 5G-compliant channel codes, the third generation

partnership project (3GPP) channel models, channel esti-

mation, and so forth. Each building block is implemented

using TensorFlow and allows for gradient-based optimization

via backpropagation. Sionna alo has a native NVIDIA GPU

support.

As the number of publications related to DL-based ap-

proaches for physical layer technologies has been increasing

almost exponentially, it is important to classify and summarize

them to highlight the current state and challenges. However,

despite its importance, only a handful of survey papers have

been dedicated to the channel coding problems so far.

B. Our Scope and Related Works

Existing papers on DL for channel coding may be classified

into the following categories:

1) DL-based code design,

2) DL-based channel decoding,

3) End-to-end learning for communication systems.

In DL-based code design, the optimization of code parameters,

such as the degree distribution of LDPC codes and the

locations of frozen bits in polar codes, is performed using DL

techniques. Channel decoding is a popular DL application as

the decoding problem is essentially the classification problem

which is what DL is good at. This approach utilizes a deep

neural network (DNN) to replace or augment a conventional

channel decoder with the purpose of improving the error

correction performance or reducing the complexity and/or

latency. End-to-end learning of communication systems is

another popular application, where a transmitter-receiver pair

is often completely replaced by “black-box” DNNs and trained

over a differential channel model in an end-to-end fashion. In

this approach, not only a channel encoder-decoder pair can

be trained, but also other physical layer components such as

source encoder-decoder and symbol mapper-demapper.

Although end-to-end learning has been extensively studied

in the literature, and this approach would be particularly

promising for a new paradigm of semantic communication

[68], [70], [72], [75]–[83], the complete replacement of

transceivers by DNNs poses several challenges in practice

and does not seem feasible at this time. Therefore, this paper

focuses on DL-based approaches that may be applicable to

existing systems with appropriate modifications. In particular,

we consider code design using offline DL techniques and DL-

based channel decoding to replace or support conventional

decoders2.

In Table I, we summarize existing survey papers related to

our scope in this work. We emphasize that most of the existing

survey papers cover a wide range of DL applications in the

physical layer, rather than dealing with DL-assisted channel

coding in a comprehensive manner. Nevertheless, the paper

most closely related to our work would be [47], in which

the authors discussed a wide range of DL applications in the

physical layer, including the channel coding problems such as

channel decoding and code construction. However, since its

publication in 2020, a significant number of new techniques

have been proposed. By focusing solely on the channel coding

problems, we attempt to provide a comprehensive survey

including the state-of-the-art techniques.

The overall organization of this paper is visualized in Fig. 1.

In Section II, we briefly introduce the basics of DL techniques

and the state-of-the-art models to facilitate the understanding

of our survey. In Section III, we review DL-based design of

LDPC and polar codes. Then, in Section IV, we consider

various DL approaches to the channel decoding problem.

Finally, we conclude this paper by discussing the challenges

and future directions in Section V to stimulate further research.

We provide a list of abbreviations that we use after Section V.

II. BRIEF INTRODUCTION OF DEEP LEARNING

In this section, we briefly review the basics of DL technolo-

gies, starting with neural networks and their optimization. We

2Although we mainly focus on classical error-correcting codes in this paper,
DL-based code design and decoding has also been extensively studied in the
realm of quantum error-correcting codes, e.g., in [84]–[90].
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Section II: Brief Introduction of Deep Learning

A. Basic Principle of DL

B. Learning Approaches
1. Supervised and Unsupervised Learning

2. Reinforcement Learning
3. Transfer Learning

4. Multi-Task Learning
5. Meta Learning
6. Curriculum Learning

C. State-of-the-Art Models
1. Convolutional Neural Network

2. Recurrent Neural Network
3. Graph Neural Network

4. Transformer
5. Diffusion Model

Section III: DL for Code Design

A. LDPC Code Design

B. Polar Code Design
1. Design for Advanced Decoding Schemes 

2. Nested Polar Code Constructions
3. Design of Polar Codes with Large Kernel

4. Design of PAC Codes

Section IV: DL for Channel Decoding

A. Model-Free Decoder
1. MLP Decoders 

2. Advanced DL Models 
3. Syndrome-Based Loss Function

4. Adaptivity
5. RL-Based Approaches
6. Complexity Reduction

7. Other Approaches

B. DL-Based BP Decoder
1. Neural MS decoders and Its Variants

2. Performance Enhancement
3. Variants of Random Redundant Decoding

4. Optimization-Based Decoding
5. RL-Based Approaches
6. Customized Loss Functions

7. Memory and Complexity Reduction
8. GNN Decoders

9. Understanding Neural BP Decoders
10. Other Approaches

C. DL-Aided Decoding of Polar Codes
1. Neural Network-Based SC Decoding

2. DL-Aided SC Flip Decoding
3. DL-Aided SCL Flip Decoding

4. Other Approaches

D. DL-Aided Convolutional and Turbo Decoding
1. Convolutional Decoders

2. Turbo Decoders

E. DL-Aided Decoding of Cyclic Codes

Fig. 1. Organization of this survey paper.

then introduce the state-of-the-art training and DL models. For

details on the theory of general DL techniques, please refer,

e.g., to [91]–[100].

A. Basic Principle of DL

DL is a subfield of ML that uses DNNs with multiple hidden

layers between input and output layers. Among various neural

network structures, multi-layer perceptron (MLP) is a class of

fully connected feedforward neural networks that consist of at

least one hidden layer in addition to input and output layers

[101].

An example of a single hidden layer MLP is shown in Fig. 2,

where the input vector x ∈ R
3 is mapped to the output vector

y ∈ R
2 by applying a series of affine transformations and

nonlinear activation functions as

y = φ1(W1h+ b1) (1)

= φ1(W1φ0(W0x+ b0) + b1), (2)

where W0 ∈ R
3×3 and W1 ∈ R

3×2 are weight matrices,

b0 ∈ R
3 and b1 ∈ R

2 are bias terms, and φi(·) with i ∈ {0, 1}
denotes the element-wise application of a nonlinear activation

function.

The nonlinear activation function allows the neural network

to approximate highly complex functions, and the choice of

Input
Layer

Output
Layer

Hidden
Layer

x h

y

W1

W0

b1b0

Fig. 2. An example of MLP with single hidden layer.

activation functions has a significant impact on the resulting

performance. Although there are a number of activation func-

tions [102], one of the most widely used modern activation

functions is rectified linear unit (ReLU) [103] and its variants

such as Leaky ReLU [104] and parametric ReLU [105].

As for the optimization of the DNN parameters, i.e.,

Θ , {W0,W1,b0,b1} in our example, the most common

approach is gradient descent, which is a first-order iterative
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algorithm for finding a local minimum of a differentiable

function. The basic idea of gradient descent is to update the

parameters in the opposite direction of the gradient of the

differentiable loss function that we wish to minimize. Letting

f(Θ) denote the loss function that is differentiable with respect

to the parameter set Θ, in the i-th iteration of gradient descent,

the trainable parameters are updated as

Θi+1 = Θi − η∇f(Θi), (3)

where η ∈ R+ is a learning rate that determines the size of

the steps taken in the direction of steepest descent.

Gradient descent algorithms can be classified according to

the amount of data used to compute the gradient, namely,

batch gradient descent (BGD), stochastic gradient descent

(SGD), and mini-batch stochastic gradient descent (MBSGD).

BGD calculates the gradients for the entire training dataset,

while SGD performs a parameter update (and thus gradi-

ent calculation) for each training data sample. Meanwhile,

MBSGD substitutes small data batches for single samples in

SGD, thereby reducing the variance of the parameter updates,

which can lead to more stable convergence. Furthermore, the

gradient computation in MBSGD can be efficiently performed

by DL libraries. For these reasons, MBSGD is one of the most

popular stochastic optimization methods for training DNNs.

However, the standard MBSGD does not necessarily guar-

antee good convergence, and many improvements have been

proposed that adaptively control the learning rate during

training. These approaches include Momentum [106], Adagrad

[107], Adadelta [108], RMSprop 3, Nadam [109], and Adam

[110]. Implementations of these optimizers are available in

DL frameworks such as Tensorflow [38] and Pytorch [39].

For more details on SGD algorithms, see [111].

B. Learning Approaches

There are many training methods for ML techniques. In the

following, we introduce some of the major approaches that are

often applied to the design of communication systems.

1) Supervised and Unsupervised Learning: Supervised

learning trains algorithms based on labeled datasets consisting

of pairs of inputs and corresponding correct outputs, i.e.,

ground truth. The goal is to analyze patterns from a large

dataset and predict outcomes for new data. Supervised learning

is commonly used for tasks such as classification and regres-

sion. Since the channel decoding problem can be seen as a

type of classification, the simplest approach would be to train a

DL-based channel decoder, where a DNN is trained to estimate

a transmitted codeword by minimizing the error between the

correct and estimated codewords.

Unsupervised learning is another type of ML algorithm

that learns patterns from data without human supervision.

Self-supervised learning, often used to train large language

models (LLMs), can also be considered unsupervised learning

in the sense that it uses the data itself to generate supervising

signals, rather than relying on human supervision. There

is also an approach called semi-supervised learning, which

3Originally proposed in http://www.cs.toronto.edu/∼tijmen/csc321/slides/
lecture slides lec6.pdf.

Agent

Environment

Action at

New state and reward

st,R(st−1, at−1, st)

Previous state and reward

st+1,R(st, at, st+1)

Fig. 3. A typical reinforcement learning framework.

combines both supervised learning and unsupervised learning,

i.e., it uses both labeled and unlabeled data. Although these

approaches are particularly suitable for the practical scenario

where a sufficiently large labeled dataset is not available, their

applications to channel decoding are rather new topics to be

investigated.

2) Reinforcement Learning: Reinforcement learning (RL)

is an experience-driven autonomous learning framework where

an intelligent agent learns to take actions in a dynamic envi-

ronment in order to maximize the cumulative reward [112].

RL is typically modeled as Markov decision process (MDP)

which consists of

• a set of environment and agent states S
• a set of actions A
• the transition probability from state st to state st+1 upon

action at at time t, denoted by P(st+1|st, at), and the

corresponding reward function R(st, at, st+1).

The process is shown in Fig. 3. At each time step t, the agent

observes a state st ∈ S and takes an action at ∈ A, following

a policy π(at|st). Then the agent receives a scalar reward

rt, and transitions to the next state st+1, according to the

reward function R(st, at, st+1) and state transition probability

P(st+1|st, at), respectively. This process continues until the

agent reaches a terminal state. The return is the discounted,

accumulated reward with the discount factor γ ∈ (0, 1]. The

agent aims to maximize the expectation of such long term

return from each state.

In many practical problems, the states of the MDP are high-

dimensional and difficult to solve with traditional RL algo-

rithms. On the other hand, thanks to their powerful function

approximation properties, the use of DNNs to approximate

the optimal policy and/or the optimal value functions in

RL provides an efficient way to overcome these problems.

This approach, called deep reinforcement learning (DRL), has

achieved remarkable results in a variety of research areas. In

particular, deep Q-network (DQN) [113], where a DNN model

is built to approximate the Q function (the value of an action in

a given state), showed impressive results in Atari [113]. More

details on DRL can be found, for example, in [114]–[117].

3) Transfer Learning: Transfer learning is a technique for

transferring knowledge learned from a task in a source domain

to imp performance on a related task in a target domain [118]–

[122]. Transfer learning addresses the problem of insufficient
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Task1
(Source Domain)

Knowledge Transfer

Pre-Trained Model

Task2
(Target Domain)

New Model

Related tasks

Fig. 4. The concept of transfer learning.

labeled training data by transferring the knowledge across task

domains. This concept is illustrated in Fig. 4. Note, however,

that the transferred knowledge may be worthless if there is

little or even nothing in common between the source and target

domains.

In the channel coding problems, transfer learning can be

useful to adapt DL-based code design and decoding trained

for a certain channel model and code parameters to new

channel models or parameters. For example, we usually train

a DNN for design or decoding assuming a certain code

rate, and adapting to a new code rate requires re-training

of the DNN, which is time consuming and computationally

expensive. Since codes derived from a single mother code by

rate matching, i.e., puncturing and shortening, may have many

similarities, transfer learning could be used to significantly

reduce the computational burden of re-training or to improve

the performance with the new parameter.

4) Multi-Task Learning: In multi-task learning, a set of

multiple tasks is solved jointly, sharing an inductive bias

among them [123], [124]. Multi-task learning is inherently a

multi-objective problem because different tasks may conflict,

requiring a trade-off. A common compromise is to optimize a

proxy objective that minimizes a weighted linear combination

of per-task losses. Since this joint representation must capture

useful features across all tasks, multi-task learning can hinder

individual task performance if the different tasks seek conflict-

ing representations, i.e., the gradients of different tasks point in

opposing directions or differ significantly in magnitude. This

phenomenon is commonly known as negative transfer.

There are some similarities between transfer learning and

multi-task learning. Both aim to improve learners’ perfor-

mance by knowledge transfer. On the other hand, the main

difference is that the former transfers the knowledge contained

in the related domains, while the latter transfers the knowledge

by learning some related tasks simultaneously. In other words,

multi-task learning pays equal attention to each task, while

transfer learning pays more attention to the target task than to

the source task.

Similar to transfer learning, multi-task learning could be

used to efficiently support multiple different code parame-

ters. Furthermore, multi-task learning can be used for multi-

objective optimization, which is common in many commu-

nication system design problems. Application examples of

multi-task learning include AE-based constellation design that

attempts to jointly minimize bit error rate (BER) and peak-to-

average power ratio (PAPR) for orthogonal frequency division

multiplexing (OFDM) systems [125].

5) Meta-Learning: Unlike traditional learning approaches

that attempt to solve tasks from scratch with a fixed algorithm,

meta-learning aims to learn the learning algorithm itself by

learning from previous experience or tasks [126], [127]. This

learning-to-learn framework can lead to several benefits, such

as improved data and computational efficiency.

In a meta-learning framework, there are two types of data,

a larger data set of examples from related tasks (meta-training

data) and a small training data set for a new task (meta-testing

data). Standard meta-learning consists of two phases, 1) meta-

training where a set of hyperparameters is optimized given

the meta-training data set, and 2) meta-testing where model

parameters, which are initialized with the meta-trained hyper-

parameters, are optimized using the meta-testing data. Thus,

the meta-training phase aims to optimize hyperparameters that

allow efficient training on a new, a priori unknown, target task

in the meta-testing phase.

Meta-learning could naturally be applied to adaptive de-

coder design, where the decoder parameters are initialized

by meta-training and then optimized based on meta-testing

to adapt to a new channel. In addition, the concept can be

applied to a wide range of problems in the physical layer,

such as signal demodulation, joint transmitter and receiver

optimization via end-to-end learning, channel prediction, and

so forth, as reviewed in [128].

6) Curriculum Learning: Curriculum learning, originally

proposed in [129], is a training strategy that trains a machine

learning model from easier data to harder data, imitating

human learning [130], [131]. The basic idea is to “start small”

[132], i.e., to train the ML model with easier data subsets, and

then gradually increase the difficulty level of the data until the

entire training dataset is used. Curriculum learning can be seen

as a special form of the continuation method which is a general

strategy for global optimization of non-convex functions [129].

As the idea of curriculum learning serves as a general

training strategy, it has been exploited in a considerable

range of applications. In contrast to the standard training

approach based on random data shuffling, curriculum learning

can provide performance improvements with faster training

convergence speed. In curriculum learning, the design of a

curriculum strategy, i.e., a sequence of training criteria, plays

a key role.

Curriculum learning can be beneficial for designing com-

munication systems including channel coding schemes. For

example, designing and decoding long codes is generally a

more difficult task than designing and decoding short codes.

As such, instead of learning to design or decode long codes

directly, curriculum learning strategies that start from training

with short codes and then gradually increase the code length

have the potential to achieve not only faster training conver-

gence, but also better performance.
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Input

Convolutional 
Layer

Pooling 
Layer

Flatten
Layer

Fully Connected
Layer

Fig. 5. A simple CNN architecture.

C. State-of-the-Art Models

Finding an appropriate architecture is important when ap-

plying DL to the problems in communication systems. In the

following, we briefly review the representative DL models that

are useful for such problems.

1) Convolutional Neural Network: Convolutional neural

networks (CNNs) have made tremendous success in a vast

research field including computer vision and natural language

processing (NLP) [133]–[135]. A CNN is a type of feed-

forward neural network with a convolutional layer that learns

features by applying filters (or kernels) to data. A simple

example of a CNN architecture is illustrated in Fig. 5. The

CNN has fewer connections and parameters than the MLP

since each neuron in a convolutional layer receives input only

from a restricted area of the previous layer. This restricted area

is called the receptive field of the neuron, and in the case of

a fully connected layer, the receptive field corresponds to the

entire previous layer.

CNNs have been particularly successful in image recogni-

tion tasks, achieving state-of-the-art results on several bench-

marks such as the ImageNet Large Scale Visual Recognition

Challenge (ILSVRC). Representative CNN models include

AlexNet [136], VGGnet [137], Inception (GoogLeNet) [138],

ResNet [139], and DenseNet [140]. Their success is due to

their ability to capture spatial features and patterns by using

a hierarchical architecture of layers that perform convolution

operations and extract features at different levels of abstraction

[141].

As for their applications in channel coding, they are often

used for decoding, and have been demonstrated to be more

efficient than standard MLP. Other popular applications of

CNN in the physical layer include channel estimation in

time-frequency domain for OFDM systems [142] and fully

CNN receiver that replaces the conventional channel estimator,

equalizer, and demapper [143].

2) Recurrent Neural Network: Unlike unidirectional feed-

forward neural networks, a reccurent neural network (RNN)

is a bi-directional artificial neural network that is capable of

learning long-term dependencies from sequential data [92],

[144]. Due to their ability to use internal state (memory) to

process arbitrary input sequences, they are particularly suited

for processing time-series data such as speech recognition.

On the other hand, due to the recurrent connections, classical

RNNs have the gradient vanishing and exploding problems,

i.e., the long-term gradients may not converge and approach

zero or infinity during backpropagation.

s0

x0

h0 h1 ht

sts1

x1 xt

(a) RNN.

tanh

tanh

σ σ σ

ht−1

ct−1

xt

ht

ht

ct

Forget
Gate

Input
Gate

Output
Gate

LSTM Block

(b) LSTM with a forget gate.

tanhσ σ

xt

ht

Reset

Gate
Update

Gate

GRU Block

ht−1

1-

(c) GRU.

Fig. 6. Comparison of RNN, LSTM, and GRU architectures [148].

Long short term memory (LSTM) is one of the most

popular RNN models that can reduce the effects of vanishing

and exploding gradients [145] [146] by introducing a gating

mechanism to input or forget certain features. Another pop-

ular model is a gated recurrent unit (GRU) [147], in which

recurrent units adaptively capture dependencies of different

time scales to accommodate the higher memory requirements

of LSTM. A comparison of these architectures is shown in

Fig. 6. For more details of RNN, in particular LSTM, please

refer to [148]–[150].

The LSTM and GRU models have been widely applied to

communication systems. In particular, due to the analogous

structure to convolutional codes, RNNs may be well suited

for decoding of convolutional codes. Similarly, RNNs have

been successfully applied to signal detection for channels with

memory [151].

3) Graph Neural Network: While ML effectively captures

hidden patterns in Euclidean data, a common assumption of

existing ML algorithms is that instances are independent of

each other. This assumption no longer holds for graph data,

where every node is related to others. Extending DNN models

to non-Euclidean domains, which is generally referred to as
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geometric DL, has been an emerging area of research. In

particular, a graph neural network (GNN) that operates on the

graph domain has recently become a popular graph analysis

method [152]–[155].

Let G ∈ (V , E) be a graph, where V is the node set and

E is the edge set. Let Nu be the neighborhood of some

node u ∈ V . Additionally, let xu be the properties of node

u ∈ V . GNN implements a permutation-equivalent layer,

called a GNN layer, which maps a representation of a graph

into an updated representation of the same graph. Although the

design of GNN layers is one of the active research areas, one

popular approach is message passing neural network (MPNN)

layers (other popular approaches include graph convolutional

networks [156] and graph attention networks [157]). In an

MPNN layer in a generic GNN, nodes update their repre-

sentations by aggregating the messages received from their

immediate neighbors [158] and the output of the layer (node

representations hu for each u ∈ V) is expressed as

hu = φ

(

xu,
⊕

v∈Nu

ψ(xu,xv)

)

, (4)

where φ and ψ are typically trainable differential functions,

whereas
⊕

is a nonparametric permutation invariant aggre-

gation operator that can take an arbitrary number of inputs.

In particular, φ and ψ are referred to as update and message

functions, respectively.

Due to its close relationship to a Tanner graph, a GNN

is particularly useful for designing and decoding codes over

graph. One of the major advantages of GNN is their scalability,

i.e., a GNN trained for a small code length will generalize to

any code length, while this usually requires additional training.

4) Transformer: Transformer is a DL architecture based

on the multi-head attention mechanism [159]. As depicted in

Fig. 7, it consists of an encoder and a decoder, each of which

has several Transformer blocks having the same architecture.

Each Transformer block consists of a multi-head attention

layer, a feed-forward neural network, a shortcut connection,

and a layer normalization. Given a sequence of elements, the

self-attention mechanism explicitly models the dependencies

among all entities of a sequence.

It has no recurrent units, and thus requires less training

time than previous RNN architectures, such as LSTM, and

its later variant has been widely adopted for training most

of representative LLMs, such as Open AI’s generative pre-

trained Transformer (GPT) series [160], Meta’s Large Lan-

guage Model Meta AI (LLaMA) [161], Googles Pathways

Language Model (PaLM) [162], and Gemini [163] are based

on the Transformer model. More details and the applications

of the Transformer can be found in [164]–[166].

Although Transformer was originally proposed for NLP

tasks [159], it has been successfully adopted for a variety of

tasks such as computer vision [167], audio applications [168].

For the physical layer technologies, the use of Transformer

is rather new [169]. Due to its excellent performance, Trans-

former has the potential to improve the performance of existing

DL methods for communication engineering problems.
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Fig. 7. The Transformer architecture [159].

5) Diffusion Model: Diffusion models (DMs) are a class

of probabilistic generative models that progressively corrupt

data by injecting noise, and then learn to reverse this process

for sample generation. The training procedure consists of

two phases: the forward diffusion process and the backward

denoising process [170]. In the forward process, typically

Gaussian noise is injected into the training data until it

becomes pure Gaussian. In the backward process, the noise

is sequentially removed to reconstruct the original image. The

noise subtracted at each step is estimated by a neural network.

Among different formulations [171], [172], denoising diffu-

sion probabilistic model (DDPM) [173] is a representative DM

inspired by the theory of non-equilibrium thermodynamics.

Due to its high generative quality and versatility, DM could

be applied to many problems in communication systems,

such as channel estimation [174], signal detection [175], AE

[176]–[178], and network optimization problems [179], [180].

However, the application of DMs to the physical layer is a

relatively new area of research [181]–[183].

III. DL FOR CODE DESIGN

Modern capacity-approaching codes such as LDPC and

polar codes are usually designed based on well-established

analytical tools, such as density evolution (DE) [193], [194]

and extrinsic information transfer (EXIT) chart [195]. How-

ever, these techniques rely on assumptions that do not hold

in practice. For example, for the design of LDPC codes, DE

and EXIT chart analyses assume simple channel models, such

as binary-input additive white Gaussian noise (BI-AWGN)

channels, infinite code length, and unlimited belief propagation

(BP) decoding iterations. These techniques are also used

for polar code design, but they are again limited to simple

channel models and decoding schemes such as successive

cancellation (SC) decoding. For more realistic channel models
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TABLE II
SUMMARY OF DL-BASED POLAR CODE DESIGN.

Category Reference Main Contributions

Advanced Decoding Schemes

Ebada et al. [184] Design for BP decoding with finite iteration count.
Huang et al. [185] RL-based design of polar codes for SCL decoding.
Leonardon et al. [186] Design that minimizes BLER under SCL decoding via projected gradient descent.
Liao et al. [187] GNN-based polar code construction for CA-SCL decoding.
Miloslavskaya et al. [188] Optimization of polar codes with dynamic frozen bits under SCL decoding.

Nested Polar Codes
Huang et al. [185] Construction of nested polar codes via advantage actor-critic algorithms.
Li et al. [189] Stochastic policy optimization by a customized network.
Ankireddy et al. [190] Nested polar code construction based on sequence modeling and Transformer.

Polar Codes with Large Kernel Hebbar et al. [191] Polar codes via large nonlinear neural network-based kernels.

PAC Codes Mishra et al. [192] RL-based algorithm for rate-profile construction of PAC codes.

and advanced decoding schemes, DL could replace or support

existing code design techniques. We have summarized the DL-

based approaches to polar code design in Table II.

A. LDPC Code Design

Irregular LDPC codes are characterized by a variable degree

distribution λ(x) and a check degree distribution ρ(x), which

are expressed as

λ(x) =

dv
∑

i=2

λix
i−1, ρ(x) =

dc
∑

i=2

ρix
i−1, (5)

where λi and ρi represent the fraction of edges emanating

from variable nodes (VNs) and check nodes (CNs) of degree

i and λ(1) = ρ(1) = 1. The maximum variable degree

and check degree are denoted by dv and dc, respectively.

The degree distribution is often optimized to maximize the

iterative decoding threshold, which is defined as the lowest

channel signal-to-noise ratio (SNR) at which the message

distribution in BP evolves in such a way that its associated

error probability converges to zero as the number of iterations

tends to infinity. The method of identifying a threshold by

tracking the evolution of the message distribution is termed

DE [193].

The code design problem belongs to the class of nonlinear

constraint satisfaction problems with continuous space param-

eters, where we first explore the space of degree distributions

to find degree distribution pairs, traditionally solved by dif-

ferential evolution [193], and then evaluate the BP threshold

of the selected pairs via DE. In [196], the authors modeled

the code design process as a supervised learning problem by

mapping the recursive update equation of DE to an RNN

architecture, which they refer to as neural density evolution

(NDE). They also proposed a multi-objective loss function

for NDE that ensures its high configurability, i.e., various

code rates and maximum degrees. Their simulations show that

the proposed designs achieve the performance of state-of-the-

art designs in asymptotic settings for a variety of codeword

lengths and channels.

B. Polar Code Design

An encoder of polar codes of length N is represented

by the generator matrix GN = ( 1 0
1 1 )

⊗n
∈ F

N×N
2 , where

n = log2N is a positive integer and A⊗n = A ⊗ A⊗(n−1)

is the nth Kronecker power of the matrix A [5]. Let I ⊂

{0, 1, . . . , N − 1} denote a set of information bit indices with

its cardinality K = |I|, and F = {0, 1, . . . , N − 1}\I denote

the complement of I with its cardinality |F| = N − K .

Letting u = (u0, u1, . . . , uN−1) ∈ F
N
2 be an input vector

to the polar encoder, the bits ui with i ∈ I are chosen to

carry information, whereas those with i ∈ F are frozen (i.e.,

fixed to a predetermined bit value known by encoder and

decoder). The code rate of the polar code is thus R = K/N .

Polar code design or construction is equivalent to identifying

an appropriate index set I for a given channel model and

decoding scheme.

In his original paper, Arıkan suggested using Monte-Carlo

simulations to estimate the reliabilities of bit channels [5].

Subsequently, DE [194] and its improved version [197] were

proposed to accurately estimate the reliabilities at the cost of

high complexity. This complexity was alleviated by Gaussian

approximation (GA) of DE [198], improved GA [199], and

reciprocal channel approximation (RCA) [200].

1) Design for Advanced Decoding Schemes: Although po-

lar codes were originally proposed with SC decoding [5],

their finite-length performance is unsatisfactory. In order for

polar codes to achieve performance comparable to other

capacity-approaching codes, advanced decoding schemes, such

as successive cancellation list (SCL) or cyclic redundancy

check-aided successive cancellation list (CA-SCL) decoding

[201], are required. However, the above-mentioned polar code

construction schemes assume SC decoding and there is no

explicit approach to designing polar codes for SCL and CA-

SCL decoding.

In [184], the authors proposed to design polar codes for BP

decoding with limited number of iterations over both additive

white Gaussian noise (AWGN) and Rayleigh fading channels.

By representing the frozen and non-frozen bit vectors by soft-

valued vectors, which can be considered as training weights of

a neural network, training is performed to minimize the cross

entropy loss between transmitted and estimated codewords

while satisfying the target code rate requirement and training

convergence. The simulations showed that the learned polar

code outperforms the performance of the 5G polar code under

Arıkan’s conventional BP decoder.

On the other hand, the authors in [185], [202] proposed a

genetic algorithm and RL-based design of polar codes for SCL

decoding. As a reward function in RL, the authors computed

an SNR required for a code to achieve a target block error

rate (BLER) via Monte-Carlo simulations. In the same line
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of research, the authors in [203] proposed a tabular RL-

based construction of polar codes for SCL decoding. Instead

of evaluating the BLER based on the Monte-Carlo method

as in [185], [202], they designed the reward function that

sends a negative immediate reward (penalty) to the agent

when the selected action causes a frame error in genie-aided

SCL decoding4. The proposed method achieved comparable

or slightly better performance with a lower computational

complexity in training than the method in [185].

As another approach, the authors in [186] proposed a two-

step optimization method. More specifically, they first trained

MLPs to predict BLER under SCL decoding from input frozen

bit sequences, and then the code that minimizes the BLER

was constructed via projected gradient descent (PGD) [204]

which has been widely studied in the realm of adversarial

attacks on neural networks. Simulations demonstrated that the

proposed construction successfully improves the performance

of the codes on the dataset used for predicting BLER.

More recently, the authors in [187] proposed a GNN-based

polar code construction algorithm for CA-SCL decoding. More

specifically, a polar code is first mapped onto a unique het-

erogeneous graph called the polar-code-construction message-

passing (PCCMP) graph, and then a heterogeneous GNN-

based iterative message-passing algorithm is proposed which

aims to find a PCCMP graph corresponding to the polar code

with minimum BLER under CA-SCL decoding. The proposed

GNN-based iterative message-passing method has a salient

property that a single trained model can be directly applied

to constructions for different design SNRs and different block

lengths without any additional training. Numerical experi-

ments showed that the proposed constructions outperform

classical constructions in [197] under CA-SCL decoding.

In [188], the authors proposed neural network-based adap-

tive polar coding scheme that adapts to various channel

conditions and quality of service requirements. Specifically,

the authors developed an MLP-based performance prediction

framework for polar codes with dynamic frozen bits under

SCL decoding. Then the authors presented a new class of

polar codes with dynamic frozen bits parameterized by a

single integer parameter, and used the performance prediction

framework to optimize the parameter for a given target BLER,

list size, code length and rate. The simulation results show that

the proposed codes outperform 5G polar codes under CA-SCL

decoding with various list sizes. Although a neural network is

not used due to the training difficulty, the same authors also

proposed an RL-based method to design dynamic frozen bits

of polar codes that minimize the BLER under SCL decoding

in [205].

2) Nested Polar Code Construction: In general, on-the-fly

design of polar codes that adaptively select frozen bits for a

given channel may be too complex to implement in practical

systems. On the other hand, the authors in [206]–[209] studied

the design of polar codes based on a universal reliability order

of bit channels that is independent of channel conditions. As

such, it is preferable in practice to impose a nested property

4In genie-aided SCL decoding, the decoder can always output the correct
codeword if it is in the list.

Agent Environment
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Fig. 8. RL-based construction of a rate-K/N nested polar code at time t ∈
{1, . . . ,K} in [185], [202]. The goal is to minimize the expected cumulative

BLER, i.e.,
∑

K

t=1
rk . The ones in the frozen bit vector st indicate locations

of frozen bits.

on polar codes with different rates, so that all polar codes can

be derived from the same mother code based on the universal

reliability sequence [210].

The authors in [185], [202] proposed constructing nested

polar codes via advantage actor-critic (A2C) algorithms [211].

The paper regarded code construction as a multi-step MDP,

where for a given (N,K) polar code (current state), a new

action is taken to construct (N,K+1) polar code (an updated

state). This MDP is illustrated in Fig. 8. The reliability ordered

sequence is then constructed by sequentially appending the

actions to the end of initial polar code construction. The pro-

posed code design was shown to outperform the conventional

DE construction under SCL decoding.

Meanwhile, the authors in [189] first transformed the

problem of nested polar code construction into a stochastic

policy optimization problem for sequential decision, and then

represented the policy by a customized neural network. Fur-

thermore, the authors proposed a gradient-based algorithm to

minimize the average loss of the policy. Simulation results

demonstrate that the proposed construction achieves better

performance than the state-of-the-art nested polar codes for

SCL decoding in [185], [202]. A similar construction of nested

polar codes has also been proposed in [190], where the authors

parameterized the policy network by a Transformer encoder-

only model, which can directly predict the next information

bit in the nested sequence. It was shown that the proposed

Transformer-based construction can achieve better error rate

performance than the approach proposed in [189].

3) Design of Polar Codes with Large Kernel: Another way

to improve finite-length performance of binary polar codes is

to increase the size of the polarization kernel. In fact, channel

polarization holds for all kernels provided that they are not

unitary and not upper triangular under any column permutation

[212]. However, binary polar codes with large kernels exhibit

poor performance for practical short-to-medium block lengths

and face an exponential increase in computational complexity

with kernel size.

In [191], the authors proposed polar codes via large non-

linear neural network-based kernels, termed as DEEPPOLAR,

and its decoder based on a generalization of SC decoding.

They also developed a principled curriculum-based training
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methodology that allows DEEPPOLAR to generalize well to

high SNR scenarios, characterized by rare error events. It was

shown that the DEEPPOLAR outperforms the classical polar

codes with SC decoding.

4) Design of Polarization Adjusted Convolutional Codes:

In the Shannon Lecture at the 2019 International Symposium

on Information Theory (ISIT), Arıkan introduced a new class

of codes, called polarization adjusted convolutional (PAC)

codes, that concatenate convolutional precoding with the polar

transform [213]. PAC codes significantly improve the per-

formance of polar codes at short-to-moderate block lengths,

where channel polarization occurs relatively slowly.

The first step in encoding of PAC codes is rate profiling.

For PAC codes of rate-K/N , this step inserts K information

bits into a vector of length N , which is subsequently input to

the convolutional precoder. The selection of K bit indices out

of N possible indices is called rate profile construction and

its design significantly affects the performance of PAC codes.

In [192], the authors proposed an RL-based algorithm for

rate-profile construction of PAC codes. Specifically, by map-

ping the rate profile construction problem to MDP, the authors

proposed Q-learning with a set of customized reward and

update strategies. Simulation results showed that the proposed

rate-profile construction provides better error rate performance

compared to the Monte-Carlo-based rate profiling design in

[214].

IV. DL FOR CHANNEL DECODING

DL methods for channel decoding have been an active area

of research and have been extensively studied as a means to

replace or assist conventional decoding algorithms. In what

follows, we first review model-free decoders that do not

assume specific code structure and thus are applicable to any

codes. We then review model-based DL BP decoding methods

take take into account specific factor graphs. Subsequently,

we focus on DL methods for decoding polar codes, convolu-

tional/turbo codes, and cyclic codes.

A. Model-Free Decoders

A model-free decoder employs neural networks that do

not take into account any specific structure of the codes and

thus can potentially benefit from the powerful architectures

of advanced DL models. However, such decoders typically

suffer from the curse of dimensionality, since the size of

the training dataset grows exponentially with the number of

information bits. On the other hand, a potential advantage over

conventional non-DL-based decoding is a highly parallelizable

structure, allowing one-shot decoding instead of iterative de-

coding. The model-free approaches that we will discuss below

is summarized in Table III.

1) MLP Decoders: The paper [215] is one of the initial

works on DL-based channel decoding where the authors

investigated the direct application of MLP to decoding of

random and polar codes. Their empirical results demonstrated

that for structured codes, the DL decoder can generalize even

for codewords not seen in the training phase, and the DL

decoder can achieve maximum a posterior (MAP) decoding

performance for a very small code lengths such as 16 bits, but

learning for longer codes is prohibitively complex due to the

exponentially increasing training complexity.

Meanwhile, the authors in [216] investigated the impact

of various configurations of an MLP decoder on BER per-

formance, such as the number of hidden layers, the number

of nodes for each layer, and activation functions. Similarly,

the paper [217] empirically studied the impact of the number

of hidden layers and nodes as well as a training SNR of

the MLP decoder on its performance and investigated the

minimum numbers required to achieve similar performance

to the optimal maximum-likelihood decoder for short linear

and nonlinear block codes.

In [218], [243], the authors investigated the application of

small MLP decoders to low-energy and low-latency appli-

cations. In particular, the paper made comparisons between

single-label and multi-label neural decoders, and demonstrated

that the multi-label decoder generally requires more hidden

layers and nodes to achieve similar performance to the single-

label decoder.

2) Advanced DL Models: The performance of the above-

mentioned MLP decoder can be enhanced by advanced DL

models. For instance, in [219], the authors investigated dif-

ferent types of decoders based on MLP, CNN, and RNN

(in particular, LSTM). Their empirical results demonstrated

that the RNN and CNN decoders can actually achieve better

BER performance than the MLP decoder at the cost of higher

computation time. In [220], RNN (bidirectional gated recurrent

unit (Bi-GRU)) was used for encoding/decoding of turbo codes

as in [244].

To further improve the performances, the authors of [221],

[245] introduced the concept of residual learning [139] to the

MLP, CNN, and RNN-based decoders. Specifically, the paper

introduced a denoiser network prior to the decoder that simply

aims to remove noise induced at the channel, and proposed

a training loss that considers both denoising and decoding

performance. It was demonstrated that the proposed denoiser

network can improve the BER performance at the cost of

marginal increase in run time.

More recently, inspired by the success of the Transformer

model in various applications [159], a novel Transformer

architecture for decoding algebraic block codes, termed error

correction code Transformer (ECCT) was proposed in [222].

The ECCT takes as input a concatenation of reliabilities of

codeword bits (absolute values of received symbols in the

case of BI-AWGN) and syndrome bits as its input where each

element of which is embedded in a high-dimensional space

with its own position-dependent embedding vector. Then, a

self-attention mechanism is employed, where the interaction

between bits specified by the code structure, i.e., parity

check matrix (PCM), is incorporated as domain knowledge.

Extensive simulation results demonstrated that the proposed

Transformer-based decoder outperforms state-of-the-art neural

decoders.

Although the ECCT in [222] employs a mask matrix that

is derived from the PCM, there exist numerous PCMs for the

same code which will lead to different decoding performances.

Motivated by this fact, the authors in [246] addressed the
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TABLE III
SUMMARY OF MODEL-FREE DECODERS.

Category Reference Main Contributions

MLP Decoders

Gruber et al. [215] Initial work on MLP-based channel decoding.
Seo et al. [216] Investigation on the impact of various configurations of an MLP decoder.
Leung et al. [217] Empirical study on the impact of hyperparameters of the MLP decoder.
Leung et al. [218] Investigated small MLP for applications with low energy and latency.

Advanced DL Models

Lyu et al. [219] Investigation on different types of DL decoders, namely, MLP, CNN, RNN.
Sattiraju et al. [220] Bi-GRU-based decoder.
Zhu et al. [221] Residual MLP, CNN, RNN-based decoders.
Choukroun et al. [222] Novel Transformer architecture for decoding block codes.
Choukroun et al. [223] DDPM for soft-decision decoding of linear codes.

Syndrome-Based Loss Function
Bennatan et al. [224] Syndrome-based approach to soft-decision decoding of linear codes.
Kamassury et al. [225] Iterative algorithm, referred to as iterative error decimation.
Artemasov et al. [226] SISO decoder based on Stacked-GRU for turbo product codes.

Adaptability

Wang et al. [227] Unified DL-based decoder for polar and LDPC codes.
Jiang et al. [228] A meta learning-based model independent neural decoder.
Lee et al. [229] Transfer learning for decoding a set of rate-compatible polar codes.
Artemasov et al. [230] A unified DL decoder for BCH and polar codes concatenated with CRC.

RL-Based Approach
Carpi et al. [231] DQN for iterative bit-flipping decoding of binary linear codes.
Gao et al. [232] Q-learning-based bit-flipping decoding for polar codes.

Complexity Reduction
Kavvousanos et al. [233]–[236] Magnitude-based pruning and quantization for parameter reduction.
Cavarec et al. [237] A DL-aided adaptation of the order parameter in OSD.

Other Approaches

Raviv et al. [238] Data-driven framework for permutation selection in permutation decoding.
Kurmukova et al. [239] Friendly jamming for improving decoding performance.
Tsvieli et al. [240] Investigation on the problem of maximizing the margin of the decoder.
Zhong et al. [241], [242] DL-based decoders for spin-torque transfer magnetic random access memory.

problem of identifying the optimal PCM. In particular, the

authors proposed a systematic mask matrix constructed from

the systematic PCM which results in sparse self-attention

map, and proposed a novel Transformer architecture called

a double-masked ECCT that consists of two parallel masked

self-attention blocks employing distinct mask matrices.

Meanwhile, in [223], the authors employed DDPM [173]

for soft decoding of linear codes with arbitrary block lengths.

Their framework models the transmission over the AWGN

channel as a series of diffusion steps that can be iteratively

reversed. The paper also proposed to condition the diffusion

decoder on the number of parity check errors and to employ

a line-search procedure to control the reverse diffusion step

size.

Furthermore, in [247], the authors proposed a foundation

model [248] for channel codes by extending the Transformer

architecture. A foundation model refers to a model that is

initially trained on a wide range of data, generally based

on self-supervision, and then adapted (e.g., transferred or

fine-tuned) to a wide range of downstream tasks. Thus, the

proposed framework provided a universal decoder that is

capable of adapting and generalizing to any (unseen) code

of any length.

3) Syndrome-Based Loss Function: Syndrome decoding is

a well-known approach for decoding algebraic codes. Several

approaches have been proposed for training DL-based syn-

drome decoders that estimate the transmitted codeword from

the syndrome. Syndrome-based training does not rely on the

knowledge of the transmitted codeword, and is thus promising

for online adaptation to changing channel conditions.

The paper [224] is one of the early works on syndrome-

based DL decoding, which proposed to use the absolute values

of the received symbols, i.e., reliabilities in the case of the BI-

AWGN channel, and the syndrome of its hard decisions for
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Fig. 9. The syndrome-based DL decoder proposed in [224]. The channel
input sequence x consists of BPSK symbols, and y is the output of a BISO
channel.

decoding, instead of directly using the received symbols as

the input to the decoder. The proposed decoder is illustrated

in Fig. 9. Furthermore, the authors introduced permutations

from the code’s automorphism group [249], [250] as a pre-

processing. Permutations in this group have the property that

the permuted version of any codeword is guaranteed to be

also a valid codeword, i.e., the permuted input of the decoder

is a noisy valid codeword. Simulations demonstrated that the

proposed framework can achieve near maximum-likelihood

performance for short Bose–Chaudhuri–Hocquenghem (BCH)

codes.

The syndrome-based approach, which attempts to predict

the error vector from its syndrome alone, can suffer from

the potential presence of inconsistent training examples, called

disturbance [251], i.e., training examples with the same syn-

dromes but with different error vectors. To solve this problem,

the authors in [225] proposed an iterative algorithm, referred to

as iterative error decimation, which is robust against the super-

position of error patterns. In each iteration, the DL decoder

estimates the error vector and then decimates (subtracts) it

from the received vector. The simulation results demonstrated
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that the proposed scheme improves the performance of the

scheme in [224].

Furthermore, the authors in [226] proposed a syndrome-

based approach to soft-input soft-output (SISO) decoding of

BCH component codes in turbo product codes [252] based

on Stacked-GRU, which is an RNN architecture composed

of GRU. They introduced a regularization term into a loss

function and demonstrated that the proposed DL decoder

outperforms the original chase decoder in [252].

4) Adaptability: Adaptive coding is a technique for adapt-

ing a code rate to a channel condition in wireless channels. For

a DL-based decoder, supporting multiple code rates not only

requires multiple training, which is computationally intensive,

but also requires a large amount of memory to store the learned

DL parameters.

To address this issue, a unified DL-based decoder for polar

and LDPC codes was proposed in [227], which supports

different codes, i.e., polar and LDPC codes, with a single

DNN by utilizing a code indicator at the decoder input. The

simulation results demonstrated the potential of the unified

decoder for very short code lengths, e.g., 16 bits. A similar

unified DL decoder using the code indicator was also proposed

in [230] for BCH and CRC-concatenated polar codes. Their

results demonstrated that, for a code length of 64, the proposed

unified decoding scheme with code indicator achieves a small

performance gap of less than 0.2 dB from the decoder trained

solely for the single code.

Meanwhile, the paper [228] introduced the meta-learning-

based neural decoder, termed as model independent neural de-

coder (MIND), which can adapt to a new channel with a small

number of pilots and few gradient descent steps. Specifically,

the proposed approach consists of meta-learning and meta-

training steps, where the model learns good initial parameters

in the meta-learning step, and then adapts the parameters to

the observed channel in the meta-testing phase using minimal

adaptation data and pilots. It has been demonstrated that the

proposed scheme can adapt to a channel while achieving a

performance close to that of a DL decoder designed solely for

the particular channel. In the same line of research, the authors

in [229] proposed transfer learning to efficiently train decoders

for a set of rate-compatible polar codes that are expurgated

from the same mother code as in 5G NR.

5) RL-Based Approaches: Although the majority of pre-

vious works on DL-based channel decoding are based on

supervised learning, several RL-based approaches have been

proposed for the cases where supervisory data (ground truth)

is unavailable.

The paper [231] is one of the earliest works on RL-based

channel decoding. Unlike these studies, the authors in [231]

proposed an RL framework for iterative bit flipping (BF)

decoding of binary linear codes. Specifically, they linked the

BF decision at each step to MDP and applied RL to find good

decision strategies. The authors also exploited the permutation

automorphism group to improve the performance. The exten-

sive simulations showed that the learned BF decoders with

DQN can achieve near-optimal performance for short, high-

rate codes.

Later, the authors in [232] applied RL-based BF decoding

to polar codes. In contrast to the DQN proposed in [231],

they used simple Q-learning and attempted to map channel

observations directly onto estimated codewords. Simulation

results showed that the proposed Q-learning achieves com-

parable performance to the learned BF decoding in [231] with

lower complexity.

6) Complexity Reduction: In general, decoding longer

codes requires a larger neural network size. Such a network

not only requires a huge amount of computational resources in

the training phase, but also imposes high computational and

space complexities in the inference phase. In particular, the

complexity in the inference phase is of practical importance

since the training is usually performed offline.

The authors in [233] attempted to reduce the parameter

size of a DL decoder, by introducing various simplified

neural network structures with fewer parameters. In [234], the

same authors further extended their work by introducing the

magnitude-based pruning [253] and quantization of the pa-

rameters. The proposed decoder was demonstrated to achieve

similar performance to the original system in [224] even with

80% reduction of the network parameters and 8-bit fixed-

point representation. Furthermore, FPGA implementation of

the proposed decoder has been presented in [235], [236].

Meanwhile, the authors in [237] considered DL-aided com-

plexity reduction of ordered statistic decoding (OSD) [254],

which is a soft-decision decoding algorithm of linear block

codes that approaches the optimal maximum-likelihood de-

coding performance especially for short codes. Although in-

creasing the order parameter of OSD leads to near-maximum-

likelihood performance, it may waste computational resources

when the received signal can be decoded with lower order. The

paper [237] proposed a learning-based approach to adapt the

required order parameter to the channel condition and demon-

strated the effectiveness of the proposed scheme in terms

of the performance-complexity trade-off through numerical

simulations.

7) Other Approaches: It is known that multiple decoding

attempts over different permutations of received codewords

provide a performance gain [250], [255]. However, it remains

unclear how to choose the permutation that yields the best

performance. To address this, the authors in [238] presented

a DL approach to selecting candidates from the code’s au-

tomorphism group in permutation decoding. In this scheme,

a trained network predicts the probability of successful de-

coding for each permutation, and decoding is performed only

for permuted codewords with the highest probabilities. The

proposed algorithm has been demonstrated by simulations to

achieve remarkable performance gains over a random selection

of permutations from the automorphism group.

In [239], the authors proposed a novel approach referred

to as friendly attack for improving channel decoding per-

formance, inspired by the concept of adversarial attacks.

The proposed scheme introduces small perturbations into the

modulated symbols before transmission. The perturbations are

designed by a modified iterative fast gradient method [256]

such that a loss function between the decoded codeword

and the transmitted codeword is minimized. The performance
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improvement by the proposed scheme has been demonstrated

for various codes and decoders.

Although the use of DL for channel decoding has been

experimentally validated, the theoretical justification for the

developed algorithm in terms of, e.g. the generalization prop-

erties, remains challenging. The authors in [240] addressed

the problem of maximizing the margin of the decoder for an

additive noise channel whose noise distribution is unknown, as

well as for a nonlinear channel with AWGN. They formulated

a maximum margin optimization problem, which is common

in support vector machines (SVMs), for the decoder learning

problem, and they relaxed it to a regularized loss minimization

(RLM) problem by several approximation steps. The paper

then provided expected generalization error bounds for both

models, under optimal choice of the regularization parameter.

The paper also presented a theoretical guidance for choosing

the training SNR based on the bound for the additive noise

channel.

B. DL-Aided BP Decoding

BP decoding is an efficient iterative decoding algorithm that

is commonly used for decoding LDPC codes. BP decoding

is performed on Tanner graph consisting of CNs and VNs,

which correspond to codeword bits and parity check equations,

respectively. An example of PCM with the corresponding

Tanner graph representation of a (7, 4) Hamming code is

shown in Fig. 10a. In BP decoding, decoding messages are

iteratively updated at CNs and VNs based on the Bayes’ rule.

In practice, the min-sum approximation [304] is applied to

the CN updates to reduce complexity, and this decoding is

referred to as min-sum (MS) decoding. The performance loss

due to the min-sum approximation can be compensated for

by normalized min-sum (NMS) and offset min-sum (OMS)

decoders [305] at the cost of slightly increased complexity.

In [257], the authors proposed a DL-based implementation

of BP decoding by treating BP decoding as a differentiable

process, where the decoding messages are passed through

unrolled iterations in a feed-forward fashion. Additionally,

trainable weights were introduced at the edges, which are

then optimized via SGD. An example of the unrolled BP

trellis for a (7, 4) Hamming code is illustrated in Fig. 10b.

For code length N , the number of edges E, and the number

of iterations L, the unfolded trellis has N neurons at the

input and output layers, and E neurons at the 2L hidden

layers. The network architecture is a non-fully connected

neural network. As we review below, the trainable BP decoder

over the unfolded trellis has been extensively studied in the

literature. We summarize these works in Table IV.

Note that the idea of unfolding an iterative algorithm into a

structure analogous to a neural network, i.e., deep unfolding

[306], is a common model-based DL approach [307] often

considered in the design of communication systems. Besides

channel decoding, the idea of deep unfolding has been suc-

cessfully applied, for example, to MIMO signal detection and

channel estimation [45], [62], [308].

1) Neural MS Decoders and Its Variants: As mentioned

above, the paper [257] was the initial work that applied a
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Fig. 10. An example of deep unfolded BP decoder for (7, 4) Hamming codes.

feedforward network to BP decoding, where trainable weights

are assigned to the edges of the factor graph, which are then

optimized via SGD over the unrolled iterative BP decoding.

The proposed parameterized decoder can compensate for the

effect of small cycles in the Tanner graph of the code by

properly scaling the weights. The effectiveness of the proposed

decoder has been demonstrated for short BCH codes, for

which standard BP decoding does not work well due to many

short cycles in the graph. Later, in [309], the same authors

extended the work by introducing an RNN architecture and

showed that this architecture leads to comparable performance

to the feedforward architecture in [257] even with fewer pa-

rameters. In [258], the authors also proposed neural network-

based NMS and OMS decoders for reducing the complexity

of the BP decoder, which are the generalized versions of the

standard NMS and OMS decoders [305]. Neural network-

based OMS decoding has also been studied independently in

[259]. Another approach to enhance the performance of MS

decoding while preserving the low complexity property was

considered in [263]; the authors proposed min-sum decoding
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TABLE IV
SUMMARY OF DL-AIDED BP DECODING.

Category Reference Main Contribution

Neural MS Decoding

and Its Variants

Nachmani et al. [257], [258] DL-aided BP, NMS, and OMS decoding.
Lugosch et al. [259] NOMS decoding.
Dai et al. [260] Neural network-aided OMS and NOMS decoding.
Yu et al. [261] Neural AMS decoding.
Hsu et al. [262] Neural network-aided VWMS decoding.
Wu et al. [263] Neural MS decoding with linear approximation for PB-LDPC codes.
Kim et al. [264] Neural SCMS decoding.

Performance Enhancement
Teng et al. [265]–[267] CNN-based learned BF for BP.
Sun et al. [268] LSTM-based learned BF for BP.

Variants of Random Redundant
Decoding (RRD)

Nachmani et al. [258] mRRD decoding with RNN-based BP decoders.
Liu et al. [269] Node-classified redundant decoding algorithm.

Optimization-Based Decoding
Wei et al. [270] Trainable ADMM-penalized decoder.
Wadayama et al. [271] Trainable PGD decoder for LDPC codes.
Wadayama et al. [272] Proximal decoding for LDPC codes.

RL-Based Approach
Doan et al. [273] RL-based selection of permutations on factor-graph.
Habib et al. [274]–[276] RL-based scheduling optimization for sequential BP decoding.

Customized Loss Function
Lugosch et al. [277] Soft syndrome as a loss function for training a neural BP decoder.
Teng et al. [278] New syndrome losses for syndrome-based DL decoding of polar codes.
Nachmani et al. [279] New loss function based on sparse node and knowledge distillation losses.

Memory/Complexity Reduction

Teng et al. [280] Weight quantization mechanism for an RNN polar decoder.
Ibrahim et al. [281] Quantization of an RNN polar decoder.
Xiao et al. [282], [283] Finite alphabet iterative decoders for LDPC codes via quantized RNN.
Lyu et al. [284] A joint optimization of message quantization and quantization thresholds.
Lian et al. [285], [286] Weight-sharing across edges based on scalar parameters.
Wang et al. [287], [288] A parameter sharing scheme within the same layer for a neural NMS decoder.
Dai et al. [289] A weight-sharing scheme for a neural MS decoder of protograph LDPC codes.
Liang et al. [290], [291] Tensor-train and tensor-ring decompositions for parameter size reduction.
Cheng et al. [292] A weight-sharing scheme for adapting to multiple code rates.
Buchberger et al. [293] A novel pruning-based neural BP decoder for short linear block codes.
Buchberger et al. [294] A neural BP with decimation.

GNN Decoders
Satorras et al. [295] A hybrid inference model that combines BP and GNN.
Cammerer et al. [296] A fully GNN-based decoder.
Tian et al. [297] An edge-weighted GNN decoder.

Understanding Neural BP Decoders
Ankireddy et al. [298] Empirical study on how the learned weights attenuate the effect of these cycles.
Adiga et al. [299] Theoretical study on the generalization capabilities of neural BP decoders.

Other Approaches

Clausius et al. [300] GNN-based joint equalization and decoding.
Wiesmayr et al. [301] Deep-unfolded interleaved detection and decoding for MIMO wireless systems.
Lee et al. [302] Learning-aided multi-round BP decoding with impulsive perturbation.
Wang et al. [303] DL detection of decodable codewords for reducing the decoding delay.

with linear approximation (LAMS) for protograph-based low-

density parity-check (PB-LDPC) codes, where the magnitudes

of the check node updating and channel output are linearly

adjusted by a small and shallow neural network. In contrast

to the above-mentioned studies that considered the flooding

schedule, the authors in [310] proposed a neural network-aided

normalized offset min-sum (NOMS) decoding for the layered

BP with application to 5G LDPC codes.

As another variant of MS decoding, the adjusted min-sum

(AMS) decoding proposed by Qualcomm [311] has drawn

attention, where it employs look-up tables (LUTs) to simplify

nonlinear CN processing. In [261], the authors introduced a

neural network based selection mechanism to AMS decoding

that automatically selects the check node updating rule from

either the MS rule or the BP rule and demonstrated that the

proposed decoder outperforms the conventional neural NMS

decoder. The single-minimum min-sum (SMMS) algorithm

[312] is another variant of MS decoding that simplifies the CN

update in the MS algorithm. Specifically, in SMMS decoding,

only one minimum magnitude is calculated at each CN over all

the CN inputs and a correction is applied to outgoing messages

if required. The SMMS decoder can be further improved by

the variable weight min-sum (VWMS) algorithm [313], which

introduces variable correction factors into the CN update

that depend on the number of iterations. To efficiently learn

the optimal correction factors in the VWMS algorithm, the

authors in [262] proposed a neural network-aided approach,

instead of an exhaustive search in the original work [313]. The

effectiveness of the proposed scheme in terms of throughput

was demonstrated experimentally using the 40 nm CMOS

TSMC process. Unlike the above-mentioned methods, which

simplify CN updates, self-corrected min-sum (SCMS) decod-

ing [314] modifies the VN processing by deleting unreliable

messages. More specifically, in SCMS decoding, any variable

node message that changes sign between two consecutive

iterations is discarded, i.e., set to zero. The authors in [264]

introduced trainable normalization and offset weights to the

SCMS decoder, which are trained by DL techniques. It was

demonstrated that the error rate performance of the proposed

neural SCMS decoder is close to that of the BP decoding.

Although the above-mentioned works applied neural BP

decoding to LDPC codes, it has also been used to decode polar

codes. In [315], similar to [257], a neural MS decoder was

applied to factor graphs of polar codes. The proposed decoder

was demonstrated by simulations to outperform conventional

BP decoding with the same number of iterations. Also, the
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authors presented an efficient hardware implementation of the

basic computation block of the proposed decoder. In [316], a

similar trainable BP decoding was applied to sparse graphs of

polar codes [317], which was shown to achieve comparable

performance to BP decoding even with a single trainable pa-

rameter. Furthermore, the authors in [260] proposed an NOMS

decoder for polar codes that introduces both normalization

(or scaling) factors and offsets, and demonstrated that the

proposed decoder achieves better performance than the state-

of-the-art schemes, including the decoder proposed in [315].

In order to enhance the performance of a standalone polar

code and close the performance gap from CA-SCL decoding

with lower latency, the authors in [318] proposed neural BP

decoding for polar codes concatenated with a CRC code by

exploiting the concatenated factor graph of the polar code and

CRC, while the conventional BP decoding for concatenated

CRC-polar codes is applied only to the factor graph of

polar codes and the CRC is used only to verify the result

of BP at each iteration. Furthermore, the authors in [319]

considered concatenated polar and LDPC codes and proposed

two-dimensional OMS decoding. They optimized the trainable

parameters of the decoder by back propagation over the

unfolded BP trellis and showed that the performance of the

proposed decoder is comparable to the exact BP decoder.

2) Performance Enhancement: To enhance BP decoding of

polar codes, the authors in [265]–[267] proposed to combine

BP decoding with a CNN-assisted bit flipping mechanism,

which performs the flipping bit selection in the BP-BF decoder

[320] based on a CNN trained using the metadata of the BP

decoding process. The authors demonstrated that the proposed

scheme can achieve a lower BLER than SCL decoding.

Meanwhile, in order to reduce the computational complexity of

the CNN-based approach, the paper [268] proposed an LSTM

network that predicts error-prone bits to be flipped based on

the magnitude of log-likelihood ratio (LLR) after the original

BP decoding.

The authors in [321] introduced a hypernetwork [322] that

generates weights of a neural BP decoder to make the decoder

more adaptive by letting the weights be a function of the

node’s input. The same authors also introduced hypernetworks

for decoding short polar codes [323] and showed that the

proposed decoder achieves similar BER as SCL decoding in

the high SNR region. Furthermore, they proposed an autore-

gressive BP decoder that incorporates the estimated SNR and

multiple autoregressive signals obtained from the intermediate

output of the network [324].

Training data preparation is an essential part of training

DNN-based decoders. In particular, the choice of training SNR

plays an important role in training a DL-based channel decoder

for generalization. A common approach is to train the decoder

over varying SNR ranges [257]. Besides, the optimal choice

of the training SNR has been studied either empirically [215],

[244] or analytically [325]. To address the problem of choosing

the optimal training SNR, the authors in [326] proposed active

deep decoding, inspired by active learning [327]. Specifically,

based on the observation that no optimal training SNR for all

validation sets exists, the paper proposed to adaptively sample

training data instead of passively generating examples during

training. It was demonstrated that this active deep decoding

scheme offers performance gain by effectively sampling the

training data without increasing the inference (decoding) com-

plexity.

In [328], inspired by ensemble models that are widely used

to solve complex tasks by decomposing them into multiple

simpler tasks each of which is solved locally by a single

expert member of the ensemble [329], the authors introduced

the ensemble of neural BP decoders. The proposed scheme

consists of a single classical hard-decision decoder (HDD) and

multiple trainable BP decoders, where the classical HDD is

employed to assign a received codeword to a single expert BP

decoder based on the number of the estimated codeword errors.

It was demonstrated that this scheme achieves remarkable

performance gains over the single neural BP. Furthermore, the

data-driven ensemble scheme has been extended to BP polar

decoders in [330], [331].

Meanwhile, many practical LDPC codes exhibit an error

floor5. For applications such as ultra-reliable and low-latency

communications that require extremely low BLER, it can be

critical to mitigate the error floor. Since the error floor of

LDPC codes is commonly attributed to the suboptimality of

the iterative message passing decoding algorithms for factor

graphs with cycles, the paper [332] proposed training methods

for neural NMS decoders to eliminate the error floor of LDPC

codes. Specifically, inspired by the boosting learning technique

[333], the authors divided the decoder into two cascaded neural

decoders and trained the first decoder to improve the waterfall

performance, while the second decoder was trained to handle

the residual errors that are not corrected by the first decoder.

3) Variants of Random Redundant Decoding: The random

redundant decoding (RRD) algorithm [334] and multiple-

bases belief-propagation (MBBP) decoder [335] are other

approaches to soft-decision decoding of short block codes

based on a redundant PCM. modified random redundant de-

coding (mRRD) [250] is an algorithm that attempts to benefit

from both RRD and MBBP decoding, which make use of a

permutation group (automorphism group) of codes and parallel

iterative decoders, respectively.

In [269], the authors proposed a node-classified redundant

decoding (NC-RD) algorithm for high-density parity-check

(HDPC) codes in order to improve the performance of RRD

decoding. The NC-RD algorithm introduces two preprocessing

steps to the RRD decoding. More specifically, the algorithm

first classifies the variable nodes of the parity-check matrix

by the k-median algorithm based on the number of shortest

cycles associated with each variable node, and then generates

a list of permutations of bit positions from the automorphism

group based on the permutation reliability metrics. The authors

further proposed the neural network-based NC-RD algorithm

by unfolding the NC-RD decoding process and introducing

trainable weights.

In [258], the authors applied the concept of DL-based BP

decoding to mRRD [250] by replacing the BP decoding blocks

in the mRRD algorithm with the proposed RNN-based BP

5For modern iteratively decodable codes, such as LDPC codes and turbo
codes, there is an SNR point after which the error rate decreases only slowly.
This phenomenon is called error floor.
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Fig. 11. The mRRD algorithm with RNN-based BP decoders in [258].

decoders. The resulting decoder structure is shown in Fig. 11.

The proposed RNN-based mRRD decoder has been demon-

strated to achieve near maximum-likelihood performance with

reasonable computational complexity.

4) Optimization-Based Decoding: Optimization-based de-

coding is another research direction aimed at improving the

performance of BP decoders. The origin of the optimization-

based decoding goes back to the work by Feldman who

introduced a linear programming (LP) formulation of decoding

LDPC codes [336].

The LP decoder is based on the LP relaxation of the original

maximum-likelihood decoding problem [337]. However, the

LP decoder has higher computational complexity and worse

error-correcting performance in the low SNR region compared

with the BP decoder. In order to address the above drawbacks,

the paper [270] proposed a trainable alternating direction

method of multipliers (ADMM)-penalized decoder [338] by

unfolding the ADMM iterations. It was demonstrated that the

proposed decoder can outperform the conventional BP decoder

in high SNR region with comparable execution time.

Afterwords, the authors in [271] introduced a trainable pro-

jected gradient decoder for LDPC codes by unfolding the PGD

algorithm and optimizing the parameters via backpropagation.

The proposed decoder alternately performs the gradient and

projection steps, where the former moves in the direction of

the negative gradient of the objective function, while the latter

maps the search point into a feasible region that nearly satisfies

the optimization constraint. Also, in [272], the same authors

proposed proximal decoding of LDPC codes based on the

proximal gradient method [339], which is used for solving

non-differentiable convex optimization problems.

5) RL-Based Approaches: It is known that parallel BP

decoders on independently permuted factor graphs can sig-

nificantly improve the performance of single BP decoding

for polar codes [340], [341]. In [273], the authors addressed

the problem of selecting the permutations on the factor graph

that lead to successful decoding given a channel observation.

Specifically, they viewed the selection of permutations as a

multi-armed bandit problem and proposed an RL-based CRC-

aided BP decoder that attempts to select the best set of

permutations. The proposed scheme was shown to achieve

better performance than other approaches such as cyclically-

shifted and random factor-graph permutations [340], [342].

In [274]–[276], the authors proposed a novel RL-based

sequential BP decoding scheme to optimize the scheduling

of CN clusters for moderate length LDPC codes6. In the

proposed scheme,m CNs are divided into sets of z CNs, called

cluster, and the scheduling problem, i.e., cluster selection

with ⌈m/z⌉ possible actions, was optimized by Q-learning.

Furthermore, they proposed novel meta-learning based sequen-

tial decoding schemes to quickly adapt to changing channel

conditions due to fading in wireless scenarios. The RL-based

scheduling of sequential BP decoding has also been proposed

for generalized LDPC codes [343], where the authors showed

that the proposed RL-based decoding scheme was shown to

significantly outperform the standard BP flooding decoder, as

well as a sequential decoder based on random scheduling with

the smaller number of CN updates.

6) Customized Loss Function: As in Section IV-A3, a

syndrome loss function has been used for DL-based BP

decoders. In [277], the authors proposed a soft syndrome as

a loss function for training a neural BP decoder. Unlike the

paper [224], which utilizes the hard syndrome as an input to

the decoder, this paper introduced the soft syndrome which is

defined similarly to the CN update rule in MS decoding, in

addition to the conventional cross entropy loss function.

While the application of [277] was limited to decoders

that output a soft estimate of the codeword, this is not the

case for polar decoders that do not use a PCM. To address

this, the authors in [278] proposed two modified syndrome

losses: frozen-bit syndrome loss and CRC-enabled syndrome

loss. The authors also introduced a syndrome-enabled blind

equalizer based on the proposed syndrome loss, which does

not require the transmission of training sequences.

Unlike the above syndrome-based approaches, the authors

in [279] considered a linear combination of sparse node loss

and knowledge distillation loss, in addition to the conventional

cross entropy loss. Knowledge distillation is a technique in

DL where one uses a teacher network to guide the training

of a smaller student neural network [344]. Sparse node loss

imposes a sparse constraint on the node activations based on

the Lp norm, whereas the knowledge distillation loss aims

to mimic the teacher network, which was the standard MS

decoder without trainable parameters, by transferring knowl-

edge. It was shown that the proposed loss terms provide BER

performance improvement of up to 1.1 dB without increasing

the runtime complexity and the model size.

7) Memory and Complexity Reduction: A neural network-

based BP decoder introduces different weights (or scaling

factors) to different edges in the Tanner graph, which can

significantly increase the computational and space complex-

ities of standard BP decoding. In fact, this issue has been

6In contrast to the standard flooding scheduling where all CNs and VNs are
updated simultaneously at each iteration, sequential BP decoding, or layered
decoding, updates nodes or sets of nodes individually in sequence.
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studied extensively for generic DNNs, i.e., not limited to

channel decoding applications, due to the large parameter sizes

of modern DL models [345]. A popular approach is neural

network pruning [346]–[350], which aims to remove redun-

dant parameters of an original network while preserving the

accuracy. Parameter shaping is also an effective way to reduce

parameters by sharing parameters between different neurons.

Parameter shaping is typically exploited in CNN, where all

neurons in a particular feature map share the same weight.

Another popular approach is parameter quantization [351],

[352]. These major approaches to addressing the complexity

problem are illustrated in Fig. 12.

(a) Quantization: In [280], the authors proposed a weight

quantization mechanism for an RNN polar decoder. Specifi-

cally, they proposed a two-step approach, where floating-point

weights are quantized into 2q quantization levels and then they

are further compressed into 2c (c < q, c, q ∈ N) quantization

levels, which are the most commonly used among 2q quan-

tization levels. The quantization of the RNN polar decoder

was also studied in [281], where the authors demonstrated

that quantization after training leads to better performance

compared to the case where quantization is applied after every

epoch during training.

Instead of quantizing DNN decoder parameters, several pa-

pers have investigated quantizing decoding messages or LLR

values computed from channel observations. For example, in

[353], the authors trained a parameterized quantization of

LLR values that maximizes the performance of BP decoding.

Similarly, the authors in [354] investigated the design of

quantizers in an LDPC decoder that are used for quantizing

both LLRs and iterative decoding messages. On the other hand,

the authors in [355] proposed to train neural BP decoder for

the system with one-bit quantizer.

Unlike existing studies that consider the AWGN channel, the

authors in [282], [283], [356] considered BSC and proposed

finite precision decoders, called finite alphabet iterative de-

coder (FAID), for LDPC codes with recurrent quantized neural

network (RQNN). More specifically, they proposed the BER as

the loss function to train the RQNNs over BSC by leveraging

straight-through estimator (STE) [357] to overcome the issue

of gradients vanishing caused by the low precision activations

in the RQNN and quantization in the BER.

In [284], the authors proposed a joint optimization of quan-

tized message alphabets and quantization thresholds. Specif-

ically, the authors utilized the softmax distribution [358] to

make the quantization thresholds trainable by softening the

one-hot distribution of the quantization. The proposed decoder

was shown to outperform the original non-surjective FAIDs

[359] in terms of error rate performance.

(b) Weight Sharing: In [285], [286], the authors proposed

simple-scaling models for weighted BP decoding in [257] that

share weights across edges, using only three scalar parameters

per iteration: message weight, channel weight, and damping

factor. The authors showed that such simple scaling models

are often sufficient to achieve gains similar to the fully

parameterized decoder.

The authors in [287], [288] proposed a parameter sharing

scheme for a neural NMS decoder that shares the same cor-

rection (normalization) factors in the same layer. In contrast,

the authors in [360], [361] proposed a family of weight

sharing schemes for a neural NMS decoder that uses the

same weight for edges with the same check node degree

and/or variable node degree. Similarly, the authors in [289]

proposed a neural MS decoder for protograph LDPC codes

where a bundle of edges derived from the same edge type share

identical parameters. Due to the lifting structure of protograph

LDPC codes, the same set of parameters can be employed for

multiple codes derived from the same base code.

In [290], the authors applied the tensor-train (TT) decom-

position [362] to a neural NMS decoder, where it decomposes

a high-order tensor into several low-order tensors. This not

only reduces the number of weight parameters, but also the

number of multiplications required in the CN and VN updates.

Furthermore, in [291], the same authors proposed tensor-ring

(TR) decomposition [363] combined with weight sharing to

further reduce the storage and computational complexity.

In [292], a weight sharing scheme was proposed for a

neural BP or MS decoder to adapt to multiple code rates

with a reasonable amount of parameters. Specifically, instead

of training different decoders, they proposed to train a single

rate-compatible decoder based on multi-task learning, where

different parts of the parameters are activated to handle dif-

ferent code rates.

(c) Pruning: In [293], the authors proposed a novel pruning-

based neural BP decoder for short linear block codes. The

key idea was to prune unimportant CNs with small weights of

an overcomplete PCM. Similarly, in [294], the same authors

proposed a neural BP with decimation [364] for LDPC codes.

In particular, they identified the least reliable VN with the

aid of DL, i.e., the VN with the lowest absolute a posteriori

LLR, and then decimated it to ±∞. It has been demonstrated

that the proposed decoder with decimation can significantly

outperform the conventional neural BP decoder.

8) GNN Decoders: In general, BP computes the optimal

(posterior) marginal probability distributions only for a non-
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loopy graphical model, and in practice it often computes a poor

approximation of the true distribution. To tackle this limitation,

the authors in [295] extended the standard GNN equations

to factor graphs and presented a hybrid inference model that

combines messages from BP and from GNN, where the GNN

messages are learned to complement the BP messages.

Instead of the method in [295], which extends BP decoding

by combining it with a GNN, the authors in [296] proposed a

fully GNN-based decoder. In contrast to weighted BP decod-

ing, they introduced two types of MPNN-based trainable mes-

sage update functions: the edge message update functions and

the node update functions. Independently, an edge-weighted

GNN decoder has been proposed in [297]. In the proposed

decoder, they applied an MPNN for updating messages and

assigned a trainable weight to each edge message, which is

optimized by a fully-connected feed-forward neural network,

i.e., MLP. The major advantage of these GNN decoders over

the standard neural BP decoder is that the number of trainable

parameters is not affected by the code length. Therefore, after

training, the trained decoder can be applied to codes with

different rates and lengths without retraining.

9) Understanding Neural BP Decoders: In [298], the au-

thors empirically showed how the learned weights mitigate

the effect of short cycles in Tanner graphs to improve the

reliability of the posterior LLRs and contribute to the ro-

bustness of the decoders across channels. The authors also

introduced an analytical approach for finding the weights using

GA and compared the neural MS decoders, showing that for

complicated fading channels, the neural network-based weight

optimization leads to better performance than the GA-based

optimization.

The authors in [299] theoretically investigated the gen-

eralization capabilities [365] of neural BP decoders, i.e.,

the difference between empirical and expected BERs. The

paper presented new theoretical results that bound the gap

and showed its dependence on the decoder complexity, in

terms of code parameters (such as message/code lengths,

VN/CN degrees), decoding iterations, and the training dataset

size. They empirically observed that the generalization gap

increases with decoding iterations and code length, and decays

with the training dataset size, supporting the theoretical results

in their paper.

10) Other Approaches: To improve the decoding of short

Raptor-like LDPC codes, the authors in [366] considered

multi-round BP decoding with impulsive perturbation [367].

Perturbation is a process of making a small intentional change

in the received signal, and this scheme iteratively performs

conventional BP decoding and perturbation until a valid

codeword is found. In [302], the authors proposed a neural

network based perturbation symbol selection scheme where

the symbols to be perturbed are selected from a pre-trained

neural network and showed that the proposed scheme performs

better than existing schemes such as [366] for Raptor-like

LDPC codes.

The performance of a standalone neural BP decoder could

be further enhanced by jointly optimizing signal detection

and decoding. For instance, in [301], iterative signal detection

and decoding via deep unfolding was proposed for MU-

MIMO-OFDM. In [300], the authors proposed GNN-based

joint detection and decoding for inter-symbol interference (ISI)

channels.

Besides the approaches introduced in Section IV-B7, the

authors in [303] proposed another approach to alleviate de-

coding complexity and latency. Specifically, they proposed

a DL approach for detecting the decodable codewords and

predicting the iteration number from the received signal to

reduce the decoding delay. This could potentially be useful

for early feedback prediction in hybrid automatic repeat re-

quest (HARQ). Furthermore, in [368], the authors accelerated

neural BP decoding through coded distributed computing

[369]. In particular, they reformulated the neural BP decoding

operations as matrix-vectors to facilitate distributed parallel

decoding.

In addition to communication systems, DL-based decoders

have also been studied for storage systems. In [242], the

authors proposed DL-based decoder for spin-torque transfer

magnetic random access memory (STT-MRAM) [370]. In

order to adapt to the process variation and unknown offset of

the resistance caused by the change in working temperature,

the authors proposed an adaptive decoding scheme based on

the three DNN decoders, i.e., BF, MS, and BP decoders, which

share the same DNN architecture but have different weights. In

[241], the same research group proposed a neural normalized

offset reliability-based min-sum (RBMS) decoding algorithm

for STT-MRAM by introducing trainable parameters to the

RBMS algorithm [371]. It has been demonstrated that the

proposed scheme can outperform the RBMS algorithm over

the STT-MRAM channel, while maintaining similar decoder

structure and time complexity of the standard RBMS decoder.

Neural network-based BP decoding has been studied not

only for classical error-correcting codes, but also for quantum

error-correcting codes. For example, neural BP decoding has

been applied to quantum LDPC codes [372] for which standard

BP decoding may be insufficient due to the error degeneracy

feature of quantum error-correcting codes [373]. By designing

the loss function to account for error degeneracy, the decoding

accuracy was improved up to three orders of magnitude

compared to the standard BP decoder without training. Neural

BP decoding for quantum LDPC codes was also studied in

[374], [375].

C. DL-Aided Decoding of Polar Codes

Model-free decoders in Section IV-A as well as neural BP

decoders in Section IV-B are easily applicable to polar codes.

In the following, we also review methods for designing model-

free decoders that take the specific code structure into account.

Furthermore, we focus on DL approaches that augment con-

ventional SC or SCL decoders, instead of replacing them with

a DNN. In Table V, we provide the summary of these methods.

1) Neural Network-Based SC Decoding: Although the

straightforward application of DNN is a viable option for

decoding polar codes as in [215], the major issue was the

exponential growth of training complexity. In [376], the au-

thors addressed this issue by introducing partitioned neural

network (PNN) decoders. More specifically, inspired by the
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TABLE V
SUMMARY OF DL-AIDED POLAR DECODERS.

Category Reference Main Contribution

Neural Network-Based
SC Decoding

Cammerer et al. [376], [377] Partitioned neural network decoders.
Doan et al. [378] Neural successive cancellation (NSC) decoding.
Wodiany et al. [379] Efficient implementation of an low-precision NSC decoder.
Hebbar et al. [380] Novel curriculum learning-based sequential neural decoder.

DL-Aided SCF Decoding

Wang et al. [381] LSTM network that estimates the first erroneous bit.
He et al. [382] LSTM-based identification of erroneous bits for DSCF decoding.
Doan et al. [383], [384] Neural DSCF with trainable bit-flipping metric.
Wang et al. [385] Q-learning-assisted SCF decoding algorithm.
Doan et al. [386] RL-based bit-flipping strategy for fast SC decoding.

DL-Aided SCLF Decoding

Hashemi et al. [387] Trainable bit-flipping metric for SCL decoding.
Doan et al. [388] FSCLF decoding algorithm.
Chen et al. [389] LSTM-assisted bit-flipping algorithm for a CA-SCL decoder.
Tao et al. [390] New flip algorithm based on DNC.
Liang et al. [391] Stacked LSTM to improve the accuracy of erroneous bit prediction.
Li et al. [392] Approximated bit-flipping metric for DSCLF decoding.

Other Approaches
Lu et al. [393] DL-aided shifting metric for SCL decoding.
Liu et al. [394] CRC error-correction aided SCL decoding.

simplified successive cancellation algorithm in [395], which

divides the decoding tree into single parity checks (SPCs)

and repetition codes (RCs)), they replaced the SPC and RC

subdecoders by neural networks. Simulations showed that

the PNN decoder achieves similar BER performance to the

SC and BP decoders for short lengths, such as 128 bits,

with potentially much lower latency. A similar concept of

partitioning a neural network-based decoder for polar codes

was also investigated in [377]. Furthermore, in order to reduce

the latency of PNN, neural successive cancellation (NSC)

decoding of polar codes was proposed in [378], where multiple

constituent neural network decoders are incorporated into SC

decoding, and its efficient implementation based on a low-

precision neural network decoder was studied in [379].

Recently, another approach to tackle the difficulty of learn-

ing to decode long polar codes was proposed in [380], where

a novel curriculum learning-based sequential neural decoder

for polar and PAC codes was proposed. The paper designed

a novel curriculum to train RNN, where the problem of joint

estimation of information bits is decomposed into a sequence

of sub-problems of increasing difficulty. The proposed decoder

was shown to achieve better BER performance than the con-

ventional supervised training without curriculum and standard

SC decoding.

Instead of completely replacing a conventional decoder

with DNNs, DL-based approaches that support conventional

decoders such as SC and SCL decoding have been extensively

studied. Among them, DL-assisted successive cancellation flip

(SCF) decoding [396] is one of the most popular approaches,

which will be reviewed in the following.

2) DL-Aided SC Flip Decoding: Despite its low-

complexity, the error correcting performance of SC decoding

at finite block lengths is not comparable to other modern codes

such as LDPC codes. In order to improve the finite block

length performance, SCF decoding has been proposed in [396]

inspired by the fact that the first erroneous bit decision in

SC decoding has a detrimental impact on the resulting error

rate. The SCF decoder first performs standard SC decoding

to generate a first estimated codeword, and if the codeword

passes the CRC, decoding is complete. If the CRC check fails,

SC
Decoding

Select bit to be flipped
(Heuristic or DL)

CRC Error 
and t < T

Start
(t=0)

t++

End

Yes

No

Fig. 13. Flowchart of an SCF decoding framework with the number of trials
T .

the SCF decoding makes T additional attempts to identify

the first error in the codeword. In each attempt, a single

estimated codeword bit is flipped with respect to the initial

decision. The algorithm terminates when a valid codeword

has been found or when all T attempts have been made. The

SCF decoding procedures is shown in Fig. 13. SCF decoding

retains the O(N) memory complexity of the original SC

algorithm and has an average computational complexity that

is practically O(N logN) at high SNR, while still providing

a significant gain in terms of error correcting performance.

While SCF decoding is limited to correcting a single erroneous

bit in the codeword, dynamic successive cancellation flip

(DSCF) decoding [397], [398] is a generalization of SCF-

based decoding that is able to correct higher-order erroneous

information bits by dynamically updating the set of flipping

bit indices after each decoding attempt.

The common challenge in SCF and DSCF decoding is how

to identify the first error bit that causes error propagation.

In the original work [396], the estimated codeword bits with

the smallest amplitudes of LLR are flipped, but they are not

necessarily the first errors. In fact, the optimal bit flipping
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strategy is still an open problem due to the lack of a rigorous

mathematical characterization. Furthermore, DSCF decoding

requires expensive exponential and logarithmic computations

to compute the BF metric, which is used to determine the bit

flipping position.

A popular DL-based solution is to train an LSTM network

to estimate the first erroneous bit to be flipped. The authors in

[381] have proposed an LSTM network for SCF decoding that

takes an LLR sequence of the previous SC decoding attempt

and outputs a vector where each element corresponds to the

probability that a bit is the first error. Furthermore, the authors

proposed a two-step training method that combines supervised

learning with RL to train the LSTM to reverse previous

incorrect flips. Similarly, the authors in [382] proposed an

LSTM-based error bit identification for DSCF decoding where

the network is trained to identify the first erroneous bit and

additional erroneous bits by supervised learning and RL,

respectively.

There are other learning approaches that do not rely on

model-free DNNs. In [383], [384], the authors proposed neural

DSCF decoding where they properly approximated and intro-

duced trainable parameters to the BF metric and optimized

its parameter by RMSProp, a variant of the SGD optimization

technique. In [385], the authors proposed a Q-learning-assisted

SCF decoding algorithm that selects the candidate flipping

bits through the learned Q-table instead of metric sorting.

It was demonstrated that the proposed decoding algorithm is

particularly effective in reducing the decoding delay caused

by sorting during the decoding process without sacrificing

performance. Similarly, in [386], an RL-based BF strategy is

also investigated for fast SC decoding of polar codes [399],

where the authors developed a new parameterized BF model

based on [387] and optimized the trainable parameters using

the policy gradient method.

3) DL-Aided SCL Flip Decoding: The DL-aided BF mech-

anism can be applied not only to SC decoding but also to SCL

decoding to further improve the performance.

In [387], the authors proposed the BF metric for SCL

decoding, which is expressed by a trainable correlation ma-

trix representing the likelihood of each decoded bit. They

optimized the trainable matrix using the RMSprop optimizer

and demonstrated that compared to the conventional metric in

[397], the proposed BF metric significantly reduces compu-

tational complexity associated with the bit metric calculation

while maintaining similar error rate performance.

In [388], the authors applied BF to fast successive cancella-

tion list (FSCL) decoding [400], [401], referred to as the fast

successive cancellation list clip (FSCLF) decoding algorithm,

to address the high latency problem associated with the

successive cancellation list flip (SCLF) decoding algorithm.

Specifically, the authors introduced a BF strategy tailored to

FSCL decoding that avoids tree-traversal in the binary tree

representation of SCLF to reduce the latency of the decoding

process, and then derived a path selection error metric with

a trainable parameter. The proposed decoder was shown to

significantly reduce the average decoding latency, average

complexity, and memory consumption of the SCLF decoder

at the cost of slight degradation in error rate performance.

In contrast to the above approaches that do not utilize a

DNN, several papers have proposed a neural network-based

selection of the flipping bit position. For instance, in [389],

an LSTM-assisted BF algorithm has been proposed for a CA-

SCL decoder. Furthermore, the authors have used the domain

knowledge to reduce the complexity and memory requirements

and computational complexity for efficient hardware imple-

mentation.

The authors in [390] proposed a new flip algorithm using

differentiable neural computer (DNC) [402], which can be

considered as an LSTM augmented with an external memory

through attention-based soft read and write mechanisms. The

proposed decoding algorithm is a two-phase decoding assisted

by the two DNCs, i.e., flip DNC and flip-validate DNC. The

former ranks flip positions for multi-bit flipping, while the

latter is used to re-select flip positions when decoding fails.

Simulation results show that the proposed DNC-aided SCLF

achieves better error rate performance and reduction in the

number of flipping attempts compared to the LSTM-based

algorithms.

The authors in [391] proposed a stacked LSTM network to

improve the accuracy of erroneous bit prediction. Specifically,

they trained the three models separately: the first and second

models predict the positions of the first and the second

erroneous bits and the third model decides whether to continue

flipping. Simulation results demonstrate that their proposed

algorithms outperform existing SCLF decoding algorithms in

terms of BLER performance and average number of decoding

attempts.

In [392], the authors proposed an approximated error met-

ric for dynamic successive cancellation list flip (DSCLF)

decoding of polar codes to improve the performance while

keeping the average complexity low. To compensate for the

approximation error, they introduced learnable parameters into

the metric and optimized it through the custom neural network

model using the RMSprop optimizer.

4) Other Approaches to Enhancing SCL Decoding:

Shifted-pruning (SP) is another approach to enhance the per-

formance of SCL decoding for polar codes [403], which aims

to prevent the correct path from being eliminated from the list.

In [403], it was demonstrated that the proposed SP mechanism

offers remarkable performance gains over the BF approach.

However, the SCL decoder with SP generally suffers from high

computational complexity, due to the re-decoding attempts and

the computation of the shifting metric. To alleviate this issue,

the authors in [393] proposed a DL-aided shifting metric that

is free from transcendental functions and can be computed

on-the-fly based on the path metrics.

Another approach to improve the performance of CA-SCL

decoding was proposed in [394], where the authors take

advantage of the inherent error correction capability of CRC,

i.e., not just for error detection. The authors performed CRC-

based error correction using an LSTM network, where the

LSTM network estimates the error pattern from the LLR

sequence and the CRC syndrome. The proposed CRC error-

correction aided SCL decoding scheme was demonstrated to

outperform the error rate of the conventional CRC error-

detection aided SCL decoding scheme at the same list size.
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D. DL-Aided Convolutional and Turbo Decoding

DL decoders have also been applied to convolutional and

turbo codes. In particular, as we review below, several DL-

aided turbo decoders have been proposed in recent years. We

have listed these approaches in Table VI.
1) Convolutional Decoder: Convolutional codes encode the

input stream by convolving with the generator polynomial,

which can be efficiently implemented by shift registers. Con-

volutional codes can be represented by a time-invariant trellis,

which allows efficient maximum-likelihood decoding based on

the well-known Viterbi algorithm [408].

In order to improve the performance of iterative threshold

decoding (ITD) [409], the authors in [404] proposed a DNN

decoder for convolutional codes by unfolding a high-order

recurrent neural network (HORNN) decoder [410]. The un-

folded HORNN can be seen as a feedforward DNN whose

parameters are trained by backpropagation with MBSGD. It

was shown that with proper optimization of the parameters,

the proposed decoder outperforms the conventional ITD and

achieves performance close to maximum-likelihood decoding.
2) Turbo Decoder: Turbo codes, also known as parallel

concatenated convolutional codes [3], consist of two (usually

identical) recursive systematic convolutional (RSC) codes con-

catenated in parallel and a bit interleaver. Turbo codes are typ-

ically decoded by iterative decoding between two constituent

SISO decoders where one constituent decoder computes pos-

terior probabilities based on the Bahl-Cocke-Jelinek-Raviv

(BCJR) algorithm [411], and then passes them to the other

decoder. The turbo decoder significantly improves the error-

correction performance by iteratively exchanging extrinsic

information between the two constituent SISO decoders.

In [244], the authors proposed a DL-based BCJR decoder

for an RSC code based on bi-GRU, referred to as NEURAL-

BCJR, and then extended it to a turbo decoder by replacing the

component SISO decoder with the proposed NEURALBCJR

decoder. Simulations demonstrated that the proposed scheme

is particularly beneficial for non-Gaussian channels, such as

t-distributed noise. Later, a DL-aided turbo decoder, termed

DEEPTURBO, was introduced in [405]. They also used bi-

GRUs to replace the conventional SISO decoders as in [244],

but the authors in [405] trained different bi-GRU weights

across different iterations, whereas the authors in [244] shared

the same weight for all bi-GRU blocks. This enables a fully

end-to-end training without imitating the BCJR algorithm.

Furthermore, DEEPTURBO increased the number of posterior

LLR values exchanged between the two decoders to expedite

iterative decoding. Extensive simulations have demonstrated

that DEEPTURBO exhibits an improved reliability, adaptivity,

and lower error floor compared to NEURALBCJR.

The aforementioned model-free turbo decoders, i.e., NEU-

RALBCJR [244] and DEEPTURBO [405], are illustrated in

Fig. 14, where the constituent SISO decoders of the turbo

decoder are replaced with Bi-GRUs without considering the

specific trellis structure of the RSC encoders. In contrast,

the authors in [406] proposed a novel model-driven decoder

architecture, called TurboNet, which integrates DNN into the

traditional max-log-MAP algorithm. Furthermore, they applied

network pruning to TurboNet to effectively reduce the number

RSC
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(a) Turbo encoder.

Bi-GRU

LLRs of parity bits

LLR of systematic bit

Prior Information
(Initialized to zero)
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(b) Model-free DL turbo decoders based on Bi-GRUs.

Fig. 14. An encoder and DL-based decoder of turbo codes. In the NEURAL-
BCJR decoder [244], each Bi-GRU is pre-trained to imitate BCJR algorithm,
followed by an end-to-end training. In the DEEPTURBO decoder [405], on
the other hand, all Bi-GRUs are trained directly to optimize the end-to-end
performance.

of parameters. The resulting TurboNet+ decoder was shown to

achieve state-of-the-art performance and outperform existing

DL turbo decoders even with lower computational complexity.

Subsequently, the authors in [407] proposed TINYTURBO

which significantly reduces the trainable parameters of Tur-

boNet+ by sharing the same weight across bit indices in the

computation of the posterior LLR. In particular, for a block

length of 40, it was demonstrated that TINYTURBO with

18 parameters outperforms TurboNet+ with 720 parameters

over AWGN channels. Furthermore, the strong adaptability of

TINYTURBO to other block lengths, rates, and trellises, as

well as its robustness to channel variations, were demonstrated.

E. DL-Aided Decoding of Cyclic Codes

DL decoders exploiting algebraic properties of cyclic codes

have also been studied. In [412], the authors proposed a neural

network-based decoder for cyclic codes by exploiting their

cyclically invariant property. More specifically, inspired by the

fact that the maximum-likelihood decoder of any cyclic code

is equivariant with respect to cyclic shifts, they imposed a

shift-invariant structure on the weights of the neural decoder

so that any cyclic shift of inputs results in the same cyclic

shift of the outputs. Simulations of BCH codes and punctured

Reed-Muller (RM) codes showed that the proposed decoder

consistently outperforms the neural BP decoder proposed in

[258]. Furthermore, they proposed a list decoding procedure

that can significantly reduce the decoding error for BCH codes

and punctured RM codes.

While the list decoding significantly improves the BLER,

the major drawback was its relatively high BER. To improve

the BER, the same authors proposed the improved version
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TABLE VI
SUMMARY OF DL-AIDED CONVOLUTIONAL AND TURBO DECODERS.

Category Reference Main Contribution

Convolutional Decoders Teich et al. [404] A DNN decoder for convolutional codes.

Turbo Decoders

Kim et al. [244] A neural network BCJR decoder, referred to as NEURALBCJR.
Jiang et al. [405] Deep turbo decoder (DEEPTURBO) trained in an end-to-end manner.
He et al. [406] A novel model-driven decoder, called TurboNet.
Hebbar et al. [407] TINYTURBO that reduces the parameters of TurboNet+.

of the list decoder in [413]. The new decoder achieved a

significantly lower BER compared to the list decoder in [412]

while maintaining the same BLER.

V. CONCLUSION

In this paper, we have provided a comprehensive survey on

DL for the channel coding problems. In particular, we have

focused on DL methods for the code design and channel de-

coding problems. In what follows, we summarize the potential

advantages and challenges of these approaches.

A. Code Design Applications

The conventional code design algorithms such as EXIT

chart and variants of DE require ideal assumptions about

channel models and decoding schemes. In contrast, the major

advantage of using data-driven DL for code design is that

one can tailor codes to more realistic channels and decoding

schemes, for which theoretical analysis is intractable.

In Section III, we saw that RL is a particularly popular

approach to designing polar codes, among others. In this

method, an agent learns to choose a new information bit posi-

tion that minimizes the cumulative reward, which corresponds

to the actual performance in terms of BLER. Calculating

the reward requires Monte-Carlo simulations, which can be

computationally intensive depending on the code length and

target error rate. This complexity issue can hinder its applica-

tion to scenarios with long code lengths and low error rates.

Therefore, a design objective that can be efficiently computed

during the training process may be desirable.

B. Channel Decoding Applications

As we have seen, channel decoding is a popular application

of DL and a significant number of papers on this topic have

become available. These approaches can be broadly classified

into model-free and model-based approaches.

1) Model-Free Approaches: Model-free decoders employ-

ing a “black-box” neural network have the potential to outper-

form conventional decoding algorithms in terms of error rate

performance and decoding complexity/latency. In particular,

it has been demonstrated that model-free decoders can out-

perform existing decoding algorithms for short code lengths

with highly parallelizable structures. This approach is thus

potentially suitable for low-latency applications requiring short

code lengths. Note that the performance is highly dependent

on the DL model employed, and currently, the Transformer-

based decoder achieves the state-of-the-art performance [222].

However, the performance could be potentially improved by

the advanced DL techniques.

Due to the curse of dimensionality, the applications of

model-free decoders have generally been limited to short

codes. In general, a larger model size is required to decode

a longer code, which not only entails high computational

complexity, but also high space complexity in both training

and inference phases. Another concern about this method is the

robustness against adversarial attacks [204], as wireless net-

works are always vulnerable to radio jamming attacks [414],

[415] due to the openness of wireless channels. In particular,

DL-based communication systems may have a higher risk of

being disrupted by jamming attacks than classical systems

[416], [417].

Instead of completely replacing conventional decoders, em-

ploying a DNN to augment existing decoders is effective for

arbitrary code lengths. For example, model-free training has

been extensively studied for DNN-based selection of flipping

bit indices in SCF decoding as we reviewed in Section IV-C.

2) Model-Based Approaches: In contrast to the model-

free approach, the model-based approach realizes a scalable

decoder by taking advantage of the knowledge of code struc-

tures and conventional decoding algorithms. One of the most

promising approaches is deep unfolding, which unfolds an

iterative algorithm [306] and introduces a set of trainable

parameters. In particular, as we reviewed in Section IV-B,

neural network-based BP decoding over an unfolded Tanner

graph augmented with trainable parameters [257] has been

extensively investigated. As the underlying BP decoding algo-

rithm has already been adopted in a wide range of communi-

cation systems, this approach can be applied to these systems

with much less modification compared to model-free decoders.

Many existing works have demonstrated that, by introducing

and optimizing trainable weights that mitigate the effect of

short cycles in the Tanner graph, the DL BP decoder can

achieve better a trade-off between decoding performance and

latency, i.e., the number of decoding iterations, compared to

the standard BP decoder. This means that the performance

advantage of the DL BP decoder becomes more significant as

the number of short cycles increases.

C. Challenges and Future Directions

Despite their excellent performance, DL-based channel cod-

ing schemes face challenges that need to be addressed. We

conclude this survey by highlighting several future research

directions in this regard.

1) Flexibility to Support Diverse Applications: Next gen-

eration communication systems such as 6G will support het-

erogeneous applications that employ the channel codes with

various block lengths, reliability, and latency requirements

[37]. Since there is no one-size-fits-all channel coding scheme,
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multiple code parameters, i.e., rates and lengths, must be sup-

ported to meet these requirements. On the other hand, adapting

a DL decoder to different channels and code parameters would

require an enormous amount of different parameter sets. This

issue could be alleviated, for example, by a parameter sharing

scheme and scalable GNNs as discussed in Section IV-B.

Furthermore, in order to support multiple code parameters,

training must be performed multiple times, which is time

consuming and computationally intensive. This complexity

issue can be addressed by techniques such as transfer learning,

meta-learning, and foundation models [248].

2) Explainable AI: One of the disadvantages of DL meth-

ods is their black-box nature, which can hinder physical

insights into the phenomena. Thus, evaluating and enhancing

the explainability of generic DL models, i.e., the ability

to provide reasons for the outcomes of the system [418],

remains an active field of research [419]–[425]. In general,

the explainability of DL models tends to have an inverse

relationship to their performance, e.g., prediction accuracy

[426]. Thus, a recent advanced DL model with a large number

of parameters is particularly difficult to interpret and explain.

In the next generation communications such as 6G, the

concept of explainable AI (XAI) will become increasingly

important especially for the emerging mission-critical services,

such as autonomous driving and remote surgery [427]–[429].

Although the effectiveness of DL for the physical layer has

been demonstrated in terms of its performance, its explainabil-

ity has not been well studied. Thus, XAI-based channel coding

that increases the transparency of DL models and explains the

reasons for decisions will be of practical importance. The new

insights gained from XAI will also help us to devise code

design and decoding algorithms.

3) Efficient Training and Inference: Recent advances in

DL technologies have been driven by the exponential growth

of data and computational power, with a focus on perfor-

mance rather than the economic and environmental costs.

This research trend is often referred to as Red AI [430].

Indeed, the computations required for DL algorithms result in

a surprisingly large carbon footprint [431]–[433]. In contrast

to Red AI, which prioritizes achieving state-of-the-art results,

Green AI aims to produce innovative results while taking into

account computational costs [430], [434]. This paradigm shift

toward energy and cost efficiency is inevitable for the long-

term success, and it is therefore important to carefully select

and preprocess data, reduce redundancy, and avoid overfitting

so as to minimize the amounts of data and computational

resources required [435].

Data-centric approaches are promising for reducing the en-

ergy consumption of DL algorithms [434], while their primary

goal was to improve performance in terms of accuracy7. These

approaches recognize that the quality of the training data has

a significant impact on their performance, and thus prioritize

data quality over model refinement [436]–[438]. These include

active learning, knowledge transfer, dataset distillation, data

augmentation, and curriculum learning. For channel decoding

applications, some papers have employed these techniques for

7https://datacentricai.org/

enhancing error rate performance, but more emphasis should

be placed on the data efficiency.

4) Quantum Machine Learning: Quantum computing has a

great potential to solve the classical channel coding problems

[439]–[444] more efficiently than digital computers. Especially

in the current noisy intermediate-scale quantum (NISQ) era

[445], where the fidelity of quantum gates is limited by

noise and decoherence, hybrid quantum-classical algorithms

such as variational quantum eigensolver (VQE) [446] and

quantum approximate optimization algorithm (QAOA) [447]

are promising [448], [449]. The potential of these algorithms

for the classical channel decoding problems has been demon-

strated in [440].

Furthermore, quantum machine learning (QML), which in-

tegrates quantum algorithms into ML, has received increasing

attention [88], [450]–[455]. For example, it has been shown

that well-designed quantum neural networks can achieve a

higher capacity and faster training ability than comparable

classical feedforward neural networks [456]. Furthermore,

quantum counterparts to classical CNNs, autoencoders, and

generative adversarial networks (GANs) have been studied in

[457]–[460]. These methods have the potential to improve

existing methods based on classical computers for a wide

range of communication problems including channel coding.

LIST OF ABBREVIATIONS

3GPP Third Generation Partnership Project

A2C Advantage Actor-Critic

ADMM Alternating Direction Method Of Multipliers

AE Autoencoder

AMS Adjusted Min-Sum

AWGN Additive White Gaussian Noise

BCH Bose–Chaudhuri–Hocquenghem

BCJR Bahl-Cocke-Jelinek-Raviv

BER Bit Error Rate

BF Bit Flipping

BGD Batch Gradient Descent

BI-AWGN Binary-Input Additive White Gaussian Noise

Bi-GRU Bidirectional Gated Recurrent Unit

BISO Binary-Input Symmetric-Output

BLER Block Error Rate

BP Belief Propagation

BPSK Binary Phase Shift Keying

CA-SCL Cyclic Redundancy Check-Aided Successive

Cancellation List

CN Check Node

CNN Convolutional Neural Network

CUDA Compute Unified Device Architecture

DDPM Denoising Diffusion Probabilistic Model

DE Density Evolution

DL Deep Learning

DM Diffusion Model

DNC Differentiable Neural Computer

DNN Deep Neural Network

DQN Deep Q-Network

DRL Deep Reinforcement Learning

DSCF Dynamic Successive Cancellation Flip
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DSCLF Dynamic Successive Cancellation List Flip

ECCT Error Correction Code Transformer

eMBB Enhanced Mobile Broadband

EXIT Extrinsic Information Transfer

FAID Finite Alphabet Iterative Decoder

FPGA Field Programmable Gate Array

FSCL Fast Successive Cancellation List

FSCLF Fast Successive Cancellation List Clip

GA Gaussian Approximation

GAN Generative Adversarial Network

GNN Graph Neural Network

GPT Generative Pre-Trained Transformer

GPU Graphics Processing Unit

GRU Gated Recurrent Unit

HARQ Hybrid Automatic Repeat Request

HDD Hard-Decision Decoder

HDPC High-Density Parity-Check

HORNN High-Order Recurrent Neural Network

ILSVRC ImageNet Large Scale Visual Recognition

Challenge

ISI Inter-Symbol Interference

ISIT International Symposium On Information

Theory

ITD Iterative Threshold Decoding

KPI Key Performance Indicator

LAMS Min-Sum Decoding With Linear Approxima-

tion

LDPC Low-Density Parity Check

LLaMA Large Language Model Meta AI

LLM Large Language Model

LLR Log-Likelihood Ratio

LP Linear Programming

LSTM Long Short Term Memory

LUT Look-Up Table

MAP Maximum A Posterior

MBBP Multiple-Bases Belief-Propagation

MBSGD Mini-Batch Stochastic Gradient Descent

MDP Markov Decision Process

MIMO Multiple-Input Multiple-Output

MIND Model Independent Neural Decoder

ML Machine Learning

MLP Multi-Layer Perceptron

mMTC Massive Machine Type Communication

MPNN Message Passing Neural Network

mRRD Modified Random Redundant Decoding

MS Min-Sum

MU Multi-User

NC-RD Node-Classified Redundant Decoding

NISQ Noisy Intermediate-Scale Quantum

NLP Natural Language Processing

NMS Normalized Min-Sum

NOMS Normalized Offset Min-Sum

NSC Neural Successive Cancellation

OFDM Orthogonal Frequency Division Multiplexing

OMS Offset Min-Sum

OSD Ordered Statistic Decoding

PAC Polarization Adjusted Convolutional

PaLM Pathways Language Model

PAPR Peak-To-Average Power Ratio

PB-LDPC Protograph-Based Low-Density Parity-Check

PCCMP Polar-Code-Construction Message-Passing

PCM Parity Check Matrix

PGD Projected Gradient Descent

PNN Partitioned Neural Network

QAOA Quantum Approximate Optimization Algo-

rithm

QML Quantum Machine Learning

RBMS Reliability-Based Min-Sum

RC Repetition Code

RCA Reciprocal Channel Approximation

ReLU Rectified Linear Unit

RL Reinforcement Learning

RLM Regularized Loss Minimization

RM Reed-Muller

RNN Reccurent Neural Network

RQNN Recurrent Quantized Neural Network

RRD Random Redundant Decoding

RSC Recursive Systematic Convolutional

SC Successive Cancellation

SCF Successive Cancellation Flip

SCL Successive Cancellation List

SCLF Successive Cancellation List Flip

SCMS Self-Corrected Min-Sum

SGD Stochastic Gradient Descent

SISO Soft-Input Soft-Output

SMMS Single-Minimum Min-Sum

SNR Signal-To-Noise Ratio

SP Shifted-Pruning

SPC Single Parity Check

STE Straight-Through Estimator

STT-MRAM Spin-Torque Transfer Magnetic Random Ac-

cess Memory

SVM Support Vector Machine

TPU Tensor Processing Unit

TR Tensor-Ring

TT Tensor-Train

URLLC Ultra-Reliable Low-Latency Communication

V2X Vehicle-To-Everything

VN Variable Node

VQE Variational Quantum Eigensolver

VWMS Variable Weight Min-Sum

XAI Explainable AI

XR Extended Reality
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[285] M. Lian, C. Häger, and H. D. Pfister, “What can machine learning
teach us about communications?” in Proc. IEEE Information Theory

Workshop (ITW), pp. 1–5, 2018.
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