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Motivation
� Symbolic machine learning : main feature is interpretability of results

� Results : parameters used to formulate rules

� Attributes and thresholds selected to formulate rules’ conditions

� Probabilities or set membership degrees attached to rules’ conclusions

� Results depend (often too strongly) on the learning sample used

) Results are not as interpretable as expected

� Questions :

� How much do they depend ) parameter variance ?

� Is it possible to reduce parameter variance without losing in accuracy ?

) Experimental study of threshold variance

) Investigation of possible ways to reduce threshold variance
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Experimental setup

� Synthetic problem (Electric power systems transient stability)

� 6 attributes, 2 classes (stable/unstable), 20,000 random states

� Learning samples picked randomly among 10,000 first states

� Asymptotic values determined on the whole data base

� Experimental study of the discretization variance
(only of the most informative attribute)

� Evaluation of bias and standard deviations of thresholds
(other quantities, see paper)

� Repeated from small (N=50) to fairly large sample sizes (N=3000)
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Example decision tree

T23 + L5 + D19

Learning set classification
Insecure: 2440

Secure: 5560

Test set classification.
Non detection costs :    Insecure:    1.0   Secure:   1.0   

Reference Decision   Tree   Class
Security Insecure Secure Total
Insecure 2846 278 3124
Secure 229 6647 6876
Total 3075 6925 10000

Fully grown with 8000 states, then pruned with 2000
Subtrees at nodes : T4, T31, T84, T175 are not shown

61 test nodes + 23 leaves + 39 pruned subtrees

T2: 2424.0
Y

T3: 1307.0
Y

St4: 1220.0
Y

T23: 87.0
N

T24: 38.0
Y

T28: 49.0
N

T29: 13.0
Y

L28: 36.0
N

Xinf > 74.231

Pu -  0.25*Qu > 1205.

Vl < 1.1208

T30: 1117.0
N

St31: 489.0
Y

T51: 628.0
N

T52: 234.0
Y

T53: 180.0
Y

T54: 158.0
Y

T60: 22.0
N

Pu -  0.22*Qu > 1099.

T64: 54.0
N

T65: 17.0
Y

T68: 37.0
N

Vl < 0.996

Xinf > 44.304

T70: 394.0
N

T71: 226.0
Y

T72: 101.0
Y

T73: 65.0
Y

L75: 36.0
N

Vl < 1.0851

T78: 125.0
N

T79: 17.0
Y

L80: 108.0
N

Vl < 1.0529

Pu -  0.25*Qu > 1148.

L81: 168.0
N

Xinf > 49.821

Vl < 1.0372

Pu -  0.31*Qu > 1221.

Xinf > 58.86

T82: 5576.0N

T83: 2013.0
Y

St84: 879.0
Y

T133: 1134.0
N

T134: 212.0
Y

T135: 100.0
Y

T136: 58.0
Y

T140: 42.0
N

Vl < 1.0781

T146: 112.0
N

L144: 4.0
Y

T147: 108.0
N

Pu - 2.242*Qu > 2264.

Pu -  0.15*Qu > 1027.

T155: 922.0
N

T156: 63.0
Y

T157: 9.0
Y

T158: 54.0
N

Pu -  0.17*Qu > 1061.

T160: 859.0
N

Xinf > 67.991

Xinf > 70.042

Vl < 1.0424

T168: 3563.0N

T169: 30.0

Y St175: 3533.0N

Vl < 0.933

Pu -  0.23*Qu > 930.4

Pu -  0.22*Qu > 1083.
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Crisp discretization and its variance

Discretization (enumerative brute force) :

Given a classified sample S=fo1; : : : ; oNg

1. sort S by increasing order of values of a( � )

2. for all pairs of values ai, ai+1 compute score of test T (o) : a(o) < ai+ai+1

2

?

3. return threshold corresponding to the maximum score

Information quantity provided by question T (o) : a(o) < ath? on classes.
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) symmetric, normalized score measure : CT
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800. 900. 1000. 1100. 1200.

5.e-2

0.1

0.15

0.2

0.25

0.3

size N=500
random samples of
Curves obtained for

Asymptotic values (N=20000)

Threshold

Score
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Expected value of score (estimated from the 200 trials)
Expected score - standard deviation
Expected score + standard deviation
Asymptotic value of score (20,000 states)

(a) Scores

0.0 1000. 2000. 3000. 4000. N
0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

Expected threshold values (estimated from 200 trials)
Expected threshold - standard deviation
Expected threshold + standard deviation
Asymptotic threshold value (determined on 20,000 states)

(b) Thresholds

0.0 1000. 2000. 3000. 4000. N

850.

900.

950.

1000.

1050.

1100.

1150.

Scores

� High bias for N < 1000

� Large variance for N < 500

� Small variance for N > 2000

Thresholds

� No bias for all sample sizes

� Large variance for N < 500
� Variance remains large
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Fuzzy discretization and its variance

Fuzzy discretization (two level enumerative brute force)

Search for combination of two thresholds �, � maximizing B�(�)

amin amax�

slope�

� �

�(o;�; �)

1.0

0.5

0.0

Evaluate variance of �, � and �

Compare with crisp discretization

) Very small variance of �

For N < 200, large variance of � and �

For N > 500, small variance of � and �

Normalized fuzzy KS measure B�(�)
4

=

�
p

2 jh�iS\C�h�i
S\C

j

�
p

hj2 ��1j�iS\C+hj2 ��1j�i
S\C

;

where h�iA
4

=

P
o2A

�A(o)�(o)P
o2A

�A(o)

:

NB. Normalization is necessary to yield fuzzy discretization

NB. In our experiment class C is crisp
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Variance reduction of crisp thresholds

Idea :
� try to estimate threshold uncertainty from learning sample : a�th 2 (ath : : : ath)

� instead of a�th use a�th=ath+ath
2

as threshold

ath

ath

CT
C

ath

a�
th

a�
th

^CT �

C

-�^�CT�
C

^CT �

C

Estimator of score standard deviation :

^�CT
C

=

q

(

^CT
C

N ^IT
C

)2
P

i
P

j Nij( log2Nij+(

^CT
C

2

-1) log2 (Ni:N:j)+(1-^CT
C ) log2N2)
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Comparison of the two scores

Asymptotic threshold
Optimal threshold
Optimal threshold - standard deviation
Optimal threshold + standard deviation

(b) Optimal (non averaged) threshold values

0.0 500. 1000. 1500. 2000. N

850.

900.

950.

1000.

1050.

1100.

1150.

Asymptotic threshold
Averaged threshold + standard deviation
Averaged threshold - standard deviation
Averaged threshold

(a) Averaged threshold values

0.0 500. 1000. 1500. 2000. N

850.

900.

950.

1000.

1050.

1100.

1150.

Conclusion :

50% reduction in threshold variance, with negligible computational overhead

) less effective than fuzzy discretization, but very nice indeed !
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Bayesian discretization
� Another approach to soft discretization

� Idea

� Compute posterior probabilities of all thresholds, given S

� Average all thresholds according to their posterior probability ) transition region

� See paper for details

Principle

If ath provides ICT in S of size N

) P (athjS) / exp (NICT )

Thus,

P (T (o)=FalsejS)=

R a(o)

amin

P (athjS)dath

P (T (o)=FalsejS)=

R
a(o)

amin

exp (NIC
T

)dathR
amax

amin

exp (NIC
T

)dath

P(T(o) = False | S) : sample size N=50
P(T(o) = False | S) : sample size N=200
P(T(o) = False | S) : sample size N=500

800. 900. 1000. 1100. 1200. a(o)

0.25

0.5

0.75

1.
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Comments
� Bayesian transition regions can be obtained as a biproduct

of crisp discretization

� Needs further improvements (smoothing)

� Main differences with fuzzy discretization

� Interpretation (of course ?)

� Asymptotic behavior (N !1)

) Fuzzy transition regions stabilize to class overlap region

) Bayesian transition regions stabilize to crisp threshold

NB. Fuzzy and Bayesian approaches may also be combined. . .
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Summary
� Threshold variance of crisp discretization is often very high

) Methods should be improved to reduce variance

� Crisp discretization can be improved at low cost

� Fuzzy and Bayesian approaches may be used to

� Provide soft thresholds

� Reduce variance

� Further work is neeeded to

� Evaluate effect on machine learning performance

� Smoothen Bayesian thresholds

� Improve fuzzy discretization (computational, variance)

� Consider combinations of fuzzy and Bayesian approaches
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